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Introduction

Since the advent of modern computing, the quest for reduced dimensions in electronics has led us to probe ever smaller scales. In recent years, as the physical limits of conventional fabrication techniques are becoming more and more stringent, potential next generation materials, techniques and technology have attracted much attention for “more Moore”. Quasi-one-dimensional nanotubes and nanowires and more recently two-dimensional materials (starting from graphene) are of particular interest owing to their inherent nanometric scale and extraordinary physical properties. They have been explored as possible replacement of silicon in transistors and a team has recently demonstrated performances surpassing state-of-the-art technology using carbon nanotubes [1], [2] while another team has developed imperfection immune designs with a sufficient yield to allow the demonstration of a first 96-transistor carbon-nanotube computer [3]. A number of research grants and projects have been attributed, start-ups founded and a patenting anything CNT has been ongoing for the last decade. Graphene is also a good illustration of the importance accorded to carbon-nanomaterials. A.K. Geim and K.S. Novoselov have been granted the 2010 Nobel prize in Physics in a record time of less than 6 years for physically isolating graphene while, in 2013, the European Union has set up a research initiative, the Graphene Flagship, which will receive 1 billion euros in funding over ten years to investigate new applications and industrialization of graphene and other 2D materials. Samsung [4] and recently Sony [5] have demonstrated large-scale roll-to-roll CVD production of predominantly single-layer graphene. Singapore is also massively investing in nanotechnology with, for instance, a Graphene Center newly opened in National University of Singapore (NUS) and a few recipients of a NRF (National Research Foundation) Fellowship each receiving research grants of up to S$3 million over five years to conduct research in NUS, Nanyang Technological University (NTU) or Singapore University of Technology and Design (SUTD).

Most of the focus has been put on the development of devices, often overlooking the problem of their integration with micro- and macro-world technologies. Lithography contacting of these nanodevices is difficult to scale and decreases the achievable density. Furthermore ohmic contact to nano-objects is still, to-date, difficult to achieve and displays high variability and, for high-frequency electronics, the large impedance mismatch between 50-Ω microelectronics and kΩ nanodevices is an issue (cf. e.g. [6]). Wireless communication
with these devices could be an alternative. Indeed single-wall carbon nanotubes (SWCNTs) have been foreseen as interesting candidates for antenna applications. They are predicted [7], [8] to display a high kinetic inductance, leading to slow propagation of electromagnetic waves along their axis. The existence of the kinetic inductance has been verified experimentally [9]. Since a reduced propagation velocity implies a shorter wavelength at a given frequency, this would allow the design of resonant antennas much smaller than with usual materials – about fifty-fold in the case of a dipole with arms made of a single SWCNT each [10]. Bundled CNTs may however be necessary to overcome certain experimental challenges such as high contact resistance at CNT-metal junctions [11], poor efficiency of single-tube devices or to match the impedance of the antenna with that of the fabricated device. The antenna link would in the latter case act as an impedance transformer. Additionally, owing to their reduced size and high operating frequency range, CNT-based nano-antennas are a potential candidate for wireless chip-to-chip and on-chip communications – an emerging interconnect concept [12].

Here we thus explore the use of CNTs in the design and fabrication of novel antennas. As stated, they could help improve the performance of electrically-small antennas but may also allow the development of novel structures such as optically-controlled reflectarrays. In certain applications such as biomedical devices (stomach scanner pill, implementable devices), wireless sensor networks, or on-chip communication the final size of the antenna is limited by physical constraints such as the final size of the pill to swallow or the available footprint on the chip. The first solution is to work at higher frequencies – thus reducing the physical size of resonant antennas. At 3GHz, the smallest resonant antenna, a quarter-wave monopole is about 2.5mm long while it is ten times shorter at 30GHz. Nevertheless either for interoperability reasons, technology availability or due to absorption bands in the surrounding medium (air, water, animal flesh…) the operating frequency used will sometimes correspond to a wavelength such that resonant antennas will have larger than permissible dimensions. In this case electrically-small antennas will be used. CNT-based antennas can resonate at smaller dimensions [10] and will radiate more efficiently for the same dimensions than a usual metal in a non-resonant antenna configuration. Additionally, the use of CNTs could add agility to these small antennas or to more classic designs disposed as arrays or reflectarrays. Indeed photocurrent has been measured in CNTs [13]–[15] and might allow laser activation or modulation of single radiators in an array for beam shifting for instance.
Short resonant CNT antennas were introduced by G.W. Hanson in [10] in 2005 and followed by a few other studies [16]–[20]. The idea has gained in popularity and momentum with several major research institutions and industrials. In a presentation in 2007, researchers from the American research institute MITRE Corporation proposed [21], [22] to research CNT-based optically actuated RF switch for reconfigurable apertures and CNT-based electrically small and highly efficient antennas to create improved antennas for netted sensors, handheld radios and covert devices. Thales engineers also studied potential applications of the kind [23], [24], and a DGA-DSTA SAFARI agreement was made to fund and support collaboration between French and Singaporean partners on such a project. Related patents have been filed in the past few years [22], [24]–[26]. In 2012, Nokia’s Voutilainen et al., evaluated bundles of CNTs could potentially be used for gigahertz–terahertz antennas, micrometer-millimeter-long interconnections, and low-performance analog transistors [27]. In 2013, Samsung granted support to a joint Spanish-American team for the development of algorithms applicable to the high data rates expected with THz graphene antennas [28].

The research reported in this thesis was co-funded by the French Ministry of Defense agency Direction Générale de l’Armement (DGA), as civilian research, and the French National Center for Scientific Research, Centre National de la Recherche Scientifique (CNRS). I was administratively attached to XLIM, a joint CNRS-Université de Limoges research institute (UMR 7252) where I completed most administrative procedures and trainings required for the PhD defense and had insightful discussions on antenna and RF engineering. XLIM gathers 460 researchers, staff and PhD students exploring disciplines ranging from information technology and mathematics to optics, electromagnetics and electronics engineering. There are six departments and I was attached to MINACOM (Micro and Nanotechnologies for Optoelectronic and Microwave Components) on campus de la Borie, 123 avenue Albert Thomas, Limoges.

However I spent more than 90% of the three years of my PhD studies in Singapore. Indeed the research was led in CINTRA, CNRS International-NTU-Thales Research Alliances. CINTRA is located on the campus of Nanyang Technological University (NTU) in Singapore and is a CNRS Mixt International Unit (UMI 3288) i.e. a research unit out of France formed in collaboration with academic and industrial partners here NTU and Thales. NTU trains 33,000 undergraduate and postgraduate students and with about 16,000 students and almost 2,000 faculty and staff members its College of Engineering is the largest in the
world. A young university, NTU ranks in the top 100 and top 50 in most international education rankings and has been consistently rising. Thales is a multinational company with 67000 employees globally and activities in the defense, security, space, aerospace and ground transportation industries.

Most of the people I collaborated with and of the laboratories and equipment I used in NTU are attached to the school of Electronical and Electronics Engineering (EEE) in the Microelectronics division and to the School of Physical and Mathematical Sciences (SPMS). I also interacted with people from the School of Mechanical and Aerospace Engineering (MAE) and the School of Material Science and Engineering (MSE). My research was supervised by Professor Dominique Baillargeat, director of CINTRA from 2009 to 2013, director of XLIM since 2013 and professor in RF engineering at Université de Limoges. I was co-supervised by Professor Beng Kang Tay, Program Director for the Nanoelectronics Materials & Devices Research Group concurrently holding the appointment of Associate Dean for Research at the College of Engineering of NTU the entity supervising the Engineering schools.

I collaborated with a Singaporean team and a French team that were respectively funded by the Singaporean defense ministry (DSTA, DRTech) and the French defense ministry (DGA) under a SAFARI Singaporean-French bilateral agreement. The French team included a partner from the Laboratoire d'Electronique et d'Electromagnétisme (L2E), Universite Pierre et Marie Curie (UPMC), in Paris, A. Prof. Charlotte Tripon-Canseliet, the principal investigator (PI) from Institut d'Electronique de Microelectronique et de Nanotechnologie (IEMN, UMR 8520), in Lille, Prof. Didier Decoster, later joined by Prof. Philippe Coquet who is now director of CINTRA, and partners from Thales Airborne Systems (TAS), in Elancourt, Jean Chazelas and Jean-Paul Martinaud. The PI for the Singaporean team was Prof. Beng Kang Tay with Prof. Dominique Baillargeat, Prof. Hong Wang and Prof. Qing Zhang as partners. The team included two post-doctoral researchers Dr Hong Li and Dr Yuming Wu and a few PhD students, Chin Chong Yap, Wai Leong Chow, Chong Wei Tan, Dunlin Tan, Cong Xiang Lu. Another PhD student from XLIM was working in CINTRA, Christophe Brun.

After a brief introduction to essential notions, this PhD thesis proceeds along the four intertwined axes of research that were explored before formulating final conclusions and recommendations.
In Chapter I, we briefly introduce the notions on carbon nanotubes, their structure and properties that will be needed along this thesis.

In Chapter II, we review the available simulation techniques for CNTs then derive an original mesoscopic model for the electromagnetic properties of aligned arrays of nano-elements with a special focus on CNTs.

In Chapter III, we describe the fabrication techniques applied in and developed for the fabrication of CNT-based devices. The conventional techniques are briefly described with an emphasis on their use in CNT-based fabrication then the CNT-specific processes adopted and studied such as CVD growth and solution processing are exposed.

In Chapter IV, we combine modeling, analysis, simulation and fabrication to design and fabricate CNT-based monopole antenna prototypes. We first use the EM model and simulation techniques developed in Chapter II to study monopole and dipole antennas based on experimentally-relevant but simplified structures. Then, to allow rational design, we derive an analytical model for CNT-based monopole antennas from transmission line theory. Finally, based on these tools and the fabrication techniques from Chapter III we design and fabricate CNT-based electrically-short resonant monopole antenna prototypes.

In Chapter V, we conceive, fabricate and characterize samples to study photocurrent in CNTs. The fabrication discussion is extended to favoring semi-conducting behavior in CNTs and samples are realized accordingly where technically possible. DC photocurrent is measured under varied illumination and bias parameters and some trends are revealed.

Finally, in Chapter VI we draw conclusions on the results obtained throughout this thesis and formulate recommendations for future work in all aspects.
Chapter I) Carbon nanotubes for antenna applications

Carbon nanotubes (CNTs) are one of the most popular and well-studied nanostructures known to date. If the first observation of CNTs may date back to 1952, they have been brought to wide attention in 1991 after Sumio Iijima (NEC laboratory in Tsukuba) reported their observation by high resolution transmission electron microscopy [29]. The remarkable properties of carbon nanotubes (CNTs) have since then raised much interest in the various fields of science and technology. Applications ranging from solar energy harvesting [30], [31] and display technology [32] to drug delivery [33] are under investigation. In particular, CNTs are envisioned as a new material for electronics for their high conductivity, physical strength, high aspect ratio, lightness [34]. They could solve some problems encountered in further miniaturization of state-of-the-art electronics such as electromigration, heat dissipation, and scalability. Unique properties are also predicted such as a propagation velocity between 50 and 100 times lower than that of light in vacuum [10], [16], [35] thus allowing scaling down wavelength dependent components such as antennas by this same ratio.

This PhD thesis will focus on this slow-wave effect and on potential photocurrent generation in CNTs to assess their interest in the design of novel small and agile antennas. This chapter is a brief summary of some minimal necessary background on CNTs in the scope of the thesis.

I.A) Structure

Single-wall carbon nanotubes (SWCNTs) can be seen as rolled-up sheets of graphene i.e. a monolayer hexagonal lattice of carbon atoms. They can be uniquely described by an double index or chiral vector (n,m) that corresponds to the way the graphene sheet is rolled up i.e. the angle it makes with the vectors of the lattice and how tight the CNT is rolled up. According to this index, a SWCNT may be metallic (no bandgap) or semiconducting (diameter dependent bandgap). Three types of CNTs can be distinguished (cf. Fig. 2). The only truly metallic CNTs are the armchair n=m, rolled along vector \( \mathbf{a}_2 \) on Fig. 1. For zigzag (rolled along vector \( \mathbf{a}_1 \)) and chiral SWCNTs there are two cases: if n-m=3j+1 or 3j+2 then the CNTs are semi-conducting. However, if n-m=3j tubes, the bandgap is sufficiently small that they behave as metals at ambient temperature. They are semimetallic tubes usually referred to as being simply metallic CNTs. In this case, from Fig. 1, or the 3-congruence, it is simple to
conclude that, if all chiral vectors have the same probability, there should be 1/3 metallic SWCNTs and 2/3 semiconducting. Common CNT production methods usually have a narrow diameter distribution but chiral vectors of semiconductor and metal SWCNTs are equivalently distributed. A number of purification or growth techniques to enrich CNTs in semiconducting CNTs exist and are discussed in section V.A).

Fig. 1. Chiral vector of CNTs (adapted from www.sanken.osaka-u.ac.jp).

Multi-wall carbon nanotubes (MWCNTs) are concentric shells like Russian dolls made of SWCNTs. They come in a variety of diameters, number of shells etc.

CNTs can display huge length-to-diameter aspect ratios since the diameter varies from 1nm to a few tens of nm but lengths up to half a meter have been reported [36]. Usual lengths vary from less than a micrometer to hundred micrometers depending on the fabrication technique and application.
I.B) CNT fabrication methods

There are three common CNT fabrication techniques. Arc discharge, as used by Sumio Iijima [29] is simple, inexpensive and produces CNTs of high quality but short and random sizes and further purification is usually required. Laser ablation or vaporization, developed in 1995 in the group of Richard Smalley at Rice University, has a higher yield and produces mostly disordered SWCNTs with a good control over diameter and few defects. It is however more expensive than arc discharge and the last method, chemical vapor deposition, actually adapted to CNTs two years earlier. This process is easy to integrate for industrial and large scale process, and can produce the longest CNTs by far [36] it has good yield and aligned arrays can be produced and even patterned before growth. We focus on this production method which is described in more details in section III.B). Work on field emission from CNTs led to the demonstration of large arrays of standing CNT rods, 5µm-wide, 25µm-long [37] that could be interesting for antenna arrays. One challenge of patterned CVD growth is that it is a high-temperature process so the structures should be able to sustain the corresponding temperatures. Solutions to reduce the temperature at the level of the substrate have been developed such as top-heating (optical [38], [39]).

I.C) Optical and optoelectronic properties

Visually CNTs present two extreme appearances. When grown or coated in horizontal layers they are so transparent that they are used as transparent electrodes as a replacement of Indium Tin Oxide (ITO) for anything from displays to solar cells where transparency is key to performance. However in the form of vertically aligned arrays, CNTs appear an intense black; they act as a light trap so much so that they could be used as stray light absorbers in spatial detectors as proposed by a team of engineers at NASA’s Goddard Space Flight Center [40]–[42].

SWCNTs present a chirality-dependent bandgap [43]–[45] as shown on Fig. 3. The bandgap is actually only diameter dependent once only semi-conducting CNTs are considered. The bandgap is inversely proportional to the diameter as can be seen from the Kataura plot on Fig. 4 reproduced from [44]. To determine the CNT types in a sample (usually solution-prepared CNTs) optical absorption spectroscopy can be performed and the absorption peaks analyzed through the Kataura plot. Another optical property of CNTs
leading to both a characterization method and applications is their photoluminescence which can be mapped as shown on Fig. 5 and described in [45].

Fig. 3. Density of states in SWCNTs and bandgaps $E_{11}$ and $E_{22}$ between van Hove singularities. Source: Wikipedia

Fig. 4. Kataura plot from [44] (R. B. Weisman et S. M. Bachilo, 2003)
Fig. 5. Typical photoluminescence map of a CNT sample. Source: Wikipedia.

**I.D) Applications in electronics and RF**

Most research on CNTs for electronics was led on transistors. Recent advances show that CNTs might become a viable alternative to silicon both because they can display superior performance [2][46] and because they can now be integrated with sufficiently reasonable yield to fabricate a first “computer” [3]. Other applications include interconnects and shielding from electromagnetic interference for electromagnetic compatibility (EMI/EMC).

Some ingenious but rather anecdotic demonstrations of radio receivers from CNTs were reported. Rutherglen and Burke used a CNT as an AM demodulator in an otherwise classical circuit, arguing that its non-linear IV response made it a good rectifier [47]. Concurrently, also from UC, Jensen et al. used a combined NEMS-field-emission approach [48]; the field emission from a CNT is modulated by the vibrations induced by incoming radio waves on its charged tip – and only for the frequency corresponding to its tunable flexural resonance. Finally Kocabas et al. demonstrated a normal circuit with CNT transistors [49].

Apart from these, there have been only few measurements of CNT-based resonant antennas reported and they fall under three categories. The first one is antennas that either use the CNTs as a normal conductor [50]–[53] and work at about the same frequency they would have if made of metal or antennas that use them in exotic ways like the NEMS antenna described in [48]. The second type uses CNTs as load for otherwise classical antennas [54], [55]. These antennas are usually designed to operate at technologically current frequencies (e.g. 2.4GHz) and do not provide us with much information on the practicality of the
electrically-short resonant antennas we seek. The third category is optical [56], [57] and terahertz measurements on short CNTs. These give us more practical information for the application of electrically-short resonant antennas. We discuss the results in section IV.B).

I.E) Optical control

One of the interesting novelties CNTs could bring to antenna design is optical switch or modulation of the response of components, in particular beam-stirring for reflectarray antennas. Alternative technologies include vanadium dioxide (VO$_2$) [58]–[61], III-V nanowires [62] or photoconductive polymers. Photoconductive-polymer-coated CNT FETs have also been reported [63]. Optically controlled reconfigurable reflectarray antennas are a desirable technology as can be observed from the several patented concepts reviewed in [64], [65].

Beam-stirring with graphene in the (low) THz range was proposed using geometries such as high-impedance surfaces (HIS) [66], leaky wave antennas [67], and reflectarray elements [68], [69]. It has yet to be demonstrated experimentally.

Fig. 6. Optically-controlled RF-beam stirring would allow the definition of multiple beams and beamshapes with applications in radar, monitoring, or secured transmission by path hopping.

I.F) Methodology

Designing and realizing CNT-based antennas is a complex task. Because the application of CNTs to RF is still rather fresh [70] and advanced CNT growth is still a
sensitive process, it requires the development of tools and techniques for every step from CNT modeling to CNT-based device simulation to fabrication and characterization (cf. Fig. 7). As we explain in the next paragraphs, all these aspects are tightly intertwined and cannot be dealt with separately. It is thus important to master them all – especially in the case of tuned resonant structures like antennas. The following chapters are arranged around the progress made on these four axes. We will here outline the permeability and mutual influence of these aspects and how they can be seen as a self-consistent iterative process.

![Interrelated conception aspects of an antenna](image)

In order to take advantage of the attractive electromagnetic properties of carbon nanotubes (CNTs), models and simulation techniques have been developed that account for them. The EM model developed in Chapter II) provides a method to bridge the gap there used to be between simulation and fabrication capabilities by adopting a mesoscopic approach.

Test structures and designs have been devised based on existing fabrication techniques and model predictions. In turn, parametric simulation studies of the designs were led to determine the requisites on fabrication techniques limits and variability (Chapter III)).

This set clear goals to develop specific recipes and processes susceptible to yield reproducible high-quality small-diameter CNT growth (Chapter III)). CNTs were grown by chemical vapor deposition (CVD); horizontally aligned on quartz and vertically aligned.
The investigation of lattice-aligned CVD growth on quartz and spray techniques were also motivated by the additional characterization techniques they would allow – such as transmission spectrophotometry, SNOM or THz spectrometry. Closing the loop (cf. Fig. 7), physical characterization of the CNTs combined to their RF response provides information to refine our CNT EM model – while the RF response interpretation relies on initial simulation.

On a parallel loop, photocurrent studies were undertaken to provide an empirical input to the modeling and design of light-modulated CNT-based components. Indeed in this case, the variety of CNT materials in the available studies made it difficult to assess the potentialities theoretically.

Let us proceed along the loop, starting from CNT modeling. To design antennas from CNT arrays while taking advantage of their properties, a suitable electromagnetic model and straightforward simulation techniques are needed.
Chapter II) Carbon nanotube modeling

We are interested in the use of carbon nanotubes (CNTs) and nanowires (NWs) for passive microwave and millimeter-wave electronics. This chapter aims at enabling much simpler and more efficient EM analysis of materials encapsulating nanotubes or nanowires to provide useful information needed for the design of mesoscopic electronic devices. These may find applications in the likes of antennas, resonators, interconnects, electromagnetic compatibility and interaction (EMC/EMI) as shielding or free-space THz elements such as polarizers, frequency selective surfaces (FSS), notch filters.

We start by reviewing the available methods to simulate CNTs and CNT-based electronics and find that our RF electronics application lies in a modeling gap between quantum mechanical (QM) solvers and analytical modeling on one side and circuit modeling on the other. This leads us into adopting a new mesoscopic approach to the electromagnetic modeling of nanotubes and nanowires in arrays or bundles of arbitrary shape and size [71], [72]. The derived model enables feasible and efficient EM analysis of electronic designs incorporating these novel materials. Furthermore, it can be seamlessly implemented in most commonly available EM simulation software – thus allowing engineers and researchers to focus on the novelty of the materials without having to learn to work in a new environment.

A general and straightforward approach to derive anisotropic bulk conductivity from single-element models is exposed. The specific model for single-wall carbon nanotubes is then adapted from an authoritative discrete semi-classical model. Both bulk and discrete models are subsequently implemented in two different 3D EM solvers. Through simulation of single- and bundled-SWCNT structures, we demonstrate the near equivalence of both models in transmission as well as in radiation. Finally we demonstrate the full EM simulation and retrofitting of experimental data of devices integrating carbon nanotubes.

As a conclusion, some possible complementary uses of different modeling techniques with our model are described.

II.A) Existing models, usage and necessity of a new approach

To take advantage of the most interesting electronic properties of CNTs a comprehensive model is required. Because we are dealing with molecular electronics,
classical electromagnetics (EM) provide an incomplete description. Let us review the available simulation methods.

A full quantum mechanical (QM) treatment is the most accurate method. It can be achieved relying on Density Functional Theory (DFT) but, most of the time, it is unpractical for the design of electronic components which rely on multi-scale electronics. To deal with the scale mismatch between electrodes and CNTs, a solution is to jointly solve EM and QM equations in a custom code. However, this remains computation-intensive and limited to nanoscopic CNT regions thus not applicable to large CNT arrays.

Two other approaches allow semi-classical treatment of CNTs behavior with common engineering techniques. Complex EM properties derived from Boltzmann’s equation and the tight-binding approximation can be used in classical EM methods while most transport effects may also be described with distributed circuit elements. We will treat these techniques more extensively as they will serve as a base to our simulation platform.

II.A.1) Density Functional Theory

Density Functional Theory (DFT) is one of the most accurate methods to simulate carbon nanotubes electrical behavior. It provides a full *ab initio* quantum treatment of the structure by iteratively solving the interrelated electron density function and single-particle potential. A solution relying on this type of approach is SIESTA [73]. To compute transport in a molecule between two semi-infinite electrodes, DFT needs to be combined to the non-equilibrium Green’s function (NEGF) [74]. For instance, TranSIESTA interfaces SIESTA and the NEGF to allow for a self-consistent calculation of the density matrix under external bias [75]. We illustrate schematically these algorithms in Fig. 8.

DFT only works for a static external potential but can compute quantum capacitance and inductance related to the density of states. Additionally there exist DFT-based methods to calculate frequency-dependent permittivity [76] and research on applying these to compute a frequency-dependent response is ongoing in Prof. Haibin SU’s group at NTU/CINTRA. An extended theory for time-dependent response exists, Time-Domain Density Functional Theory (TDDFT, [77]).
Fig. 8  Block diagram of a self-consistent DFT-NEGF algorithm like TranSIESTA. The DFT algorithm computes the Hamiltonian. It is fed to the NEGF algorithm which in turn computes the electron distribution and passes it to the DFT algorithm.

These self-consistent methods are mainly limited by their iterative steps that require a good initial guess for the density function and make the process computation-intensive – even more so for TDDFT. Structures are thus limited to few few-nanometer-long CNTs and very close-by metal electrodes atoms. A typical system calculated using SIESTA/TranSIESTA, with one 2-nm-long CNT – too short for antennas but long enough for a QM contact modeling – between two gold leads takes 3~4 hours for one I-V point with 24 CPUs in NTU’s HPC. The required memory per CPU is around 1GB – this being largely dependent on the number of atoms and the desired accuracy.

II.A.2) Combined Maxwell-Schrödinger approach

In [78], [79], L. Pierantoni et al. describe a method to self-consistently solve Maxwell equations and the Schrödinger equation – hence providing a full QM treatment of CNTs while keeping a comparatively lighter classical EM treatment of CNT surroundings. The principle is to discretize and solve the 3D domain by a transmission-line-matrix (TLM) technique then to solve the Schrödinger equation on a 1D chain between two nodes of the 3D matrix by a finite-
difference time-domain (FDTD) method (cf. Fig. 9 and Fig. 10). Alternative algorithms have been proposed in [80]–[82] to cut computational cost.

![Block diagram of the self-consistent QM-EM loop](image)

**Fig. 9** Block diagram of the self-consistent QM-EM loop – reproduced from [79].

**Fig. 10** The CNT is discretized in 1D FDTD with nodes connecting to those of the 3D TLM discretized environment – reproduced from [79].

Although elegant, this method is not straightforward to integrate with common engineering tools and rather requires the development of a tailored simulator – making it necessary for the user to adopt a new tool. More importantly, it is better suited to problems with a single to a few short CNTs or similarly small quantum domain as in a nano-transistor, a nano-diode or, recently, a graphene nanopatch [83] – quite opposed to the numerous long CNTs needed for low-impedance antennas at technologically relevant frequencies.

**II.A.3) Effective surface conductivity**

The effective impedance boundary conditions introduced in 1999 by G.Y. Slepyan and S.A. Maksimenko in [7] offer an interesting solution. The CNT’s quantum properties are modeled by an equivalent complex conductivity on a hollow tube (cf. Fig. 11) derived in the semi-classical approximation based on the Boltzmann kinetic equation and tight-binding theory.

In most cases, this approach combined to an appropriate integration technique may be sufficient and more versatile. A circular-cross-section metallic single-wall CNT (m-SWCNT)
of radius smaller than 3.39nm is described as a hollow tube with a Drude-like complex surface conductivity derived following semi-classical equations [7] for all chiralities and rewritten by G.W. Hanson [10] as:

$$\sigma_{\text{CNT,surf}} \approx \frac{2e^2v_F}{\pi^2\hbar a(v + j\omega)}$$  \hspace{1cm} (1)

where \(a\) is the radius of the CNT, \(\omega\) is the angular frequency, \(e \approx 1.602\times 10^{-19}\) C is the elementary charge, \(\hbar = h/2\pi\) with \(h \approx 6.626 \times 10^{-34}\) J.s the Plank constant, \(v = \tau^{-1}\) is the relaxation frequency and \(v_F\) is the Fermi velocity in CNTs. The latter is given by \(v_F = 3\gamma_0b/2\hbar\) with \(b = 0.142\) nm and \(\gamma_0\) the overlap integral. Both \(\gamma_0 \approx 2.5 - 3.1\) eV [84] and \(\tau \approx 3\times 10^{-12}\) s (low frequencies) – \(10^{-13}\) s (IR below optical transitions) [85] are phenomenological constants [17], [86] that may vary depending on the frequency band.

We shall note that this conductivity derives from an analytical estimate of a more complex formula encompassing all SWCNTs and in particular zigzag semiconducting SWCNTs (sc-SWCNTs) [7]. G.Y. Slepyan et al. provide numerical estimates for sc-SWCNTs and show their conductivity is smaller than that of m-SWCNTs of similar diameter by a few orders of magnitude for typical SWCNT diameters. This is discussed further in section II.B.3).

Both the analytical simplification and the numerical estimates account for intraband motion only. Thus they hold up to the optical transition limit as equivalent to a more rigorous quantum mechanical approach. The frequency limit is estimated at tens of terahertz [84] or analytically [7]:

$$\omega < \begin{cases} \frac{3\gamma_0b}{2\hbar a} = \frac{v_F}{a} & \text{for metallic SWCNTs} \\ \frac{\gamma_0b}{2\hbar a} = \frac{v_F}{3a} & \text{for semiconducting SWCNTs} \end{cases}$$  \hspace{1cm} (2)

Beyond these limits, M.V. Shuba and the previous authors described similar approaches to derive more rigorous effective boundary conditions in cases such as MWCNTs, and including tunneling and interband transitions [7], [18], [20]. A discussion of the respective approximations of Boltzmann/Maxwell and Schrödinger/Maxwell (previous section) treatments can be found in introduction of [87].
With regards to the circuit model discussed in section I.A.1.1, G.W. Hanson noted [87] that the above formula overlooks the local diffusion – equivalent to the quantum capacitance – and presented an amended version of his formula:

$$\sigma(q, \omega) = \frac{\sigma(\omega)}{1 - \xi q^2}$$  \hspace{1cm} (3)

with

$$\xi = \frac{v_F^2}{v^2 u(u - j)}$$  \hspace{1cm} (4)

and q the spatial wavenumber. However no general expression for q is provided which makes the implementation impractical. As will be shown by circuit considerations this effect is actually quite negligible for externally coupled CNT structures (cf. section I.A.1.1)).
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Fig. 11 Using tight-binding theory or similar approaches, a SWCNT may be approximated as a hollow cylinder with effective complex conductivity $\sigma$. This then allows a classical EM treatment of the problem.

As one of the first investigations of CNT use as antennas, G.W. Hanson used the method of moments (MoM) to solve the case of a dipole antenna made of two identical metallic SWCNTs modeled by equation (1) [10]. The MoM is classically used for thin-wire antennas but does not provide much versatility and is restricted to simple ideal cases. Therefore a realistic feed of the antenna cannot be studied using this technique.
To address this issue and allow the use of CNTs in common engineering tools, we integrated the hollow-tube model in finite-element (FEM) electromagnetic (EM) solvers to study transmission and radiation in SWCNTs [88], [89]. In HFSS, a commercial distribution edited by Ansys [90], the dipole case was reproduced using two cylinders linked by a 50-ohm lumped port. A complex surface impedance (5) based on [7] was applied to the cylinders. In EMXD, an FEM EM solver developed at XLIM by Michel Aubourg, a senior researcher, the implementation is similar but the surface impedance has to be returned by an .exe file to the solver rather than directly providing the formula (cf. Appendix 2).

\[
Z_{\text{CNT,surf}} = \frac{1}{\sigma_{\text{CNT,surf}}} = \frac{\pi^2 \hbar a}{2e^2 v_F} (v + j \omega) \\
= 2\pi a \frac{\hbar v}{8e^2 v_F} (1 + j \frac{\omega}{v})
\]

Following our technique, tens of tubes can be studied but, as explained in II.A.5), meshing issues are encountered when multiple scales become involved. Some multiscale simulation techniques such as the mixed FEM/IE engine for radiator and surrounding that should be released with HFSS 15 could help in cases limited to few CNTs but the problem remains for simulation of a large number of CNTs. It is thus still not an efficient technique for CNT-based microwave devices.

**II.A.4) Circuit model**

A simple and intuitive model for CNTs is based on distributed circuit elements derived from the Luttinger liquid model [91], [92]. The application of Luttinger liquid formalism to SWCNTs was introduced and experimentally supported by M.W. Bockrath [93], [94] in 1999. The resulting description in terms of distributed circuit elements was then extended by P.J. Burke into transmission line formalism for the case of metallic SWCNTs [8], [95]. Additional refinements and scope broadening to MWCNTs and bundles can be found in [96]–[98].

We will cover the case of the SWCNT extensively as this gives us a first grasp of the underlying physics and design considerations for CNT-based RF devices. Furthermore the transmission-line analysis is extended to monopoles and dipoles of SWCNTs in section IV.A.1.3).
II.A.4.1) Lumped-element circuit model for a transmission line

Following classical microwave theory [99], a transmission line can be described as a series of lumped two-port segments of infinitesimal length $\Delta z$ as illustrated Fig. 12. This description accounts for the conductors’ total per-unit-length series resistance ($R$) and inductance ($L$) as well as their mutual coupling and dielectric loss – in the dielectric separating the conductors – through per-unit-length shunt capacitance ($C$) and conductance ($G$) respectively.

Analytical studies starting from the telegrapher equations are derived for $\Delta z \rightarrow 0$. For circuit simulation, for instance using Agilent’s Advanced Design System (ADS, [100]), lumped blocks repeated with an appropriate $\Delta z$ need to be used. The typical condition is $\Delta z \ll \lambda$ where $\lambda$ is the wavelength of the wave under consideration in the transmission line. Commonly, $R$, $L$, $C$, $G$ are coined distributed circuit elements as opposed to lumped elements and $\Delta z$ is dropped in the distributed circuit representation for the sake of simplicity.

Let us recall here some of the main results from the transmission line formalism [99]. The telegrapher equations (6) and (7) are obtained by applying Kirchhoff’s voltage and current laws to the circuit of Fig. 12 then dividing by $\Delta z$ and taking the limit $\Delta z \rightarrow 0$.

\[
\frac{\partial v(z,t)}{\partial z} = -Ri(z,t) - L \frac{\partial i(z,t)}{\partial t} \tag{6}
\]

\[
\frac{\partial i(z,t)}{\partial z} = -Gv(z,t) - C \frac{\partial v(z,t)}{\partial t} \tag{7}
\]

If we consider the sinusoidal steady-state with cosine phasors, we obtain:

\[
\frac{dV(z)}{dz} = -(R + j\omega L)I(z) \tag{8}
\]
By solving equations (8) and (9) simultaneously, one finds the wave equations for voltage and current as:

\[ \frac{d^2V(z)}{dz^2} - \gamma^2 V(z) = 0 \]  
\[ \frac{d^2I(z)}{dz^2} - \gamma^2 I(z) = 0 \]

where

\[ \gamma = \alpha + j \beta = \sqrt{(R + j\omega L)(G + j\omega C)} \]

is the complex propagation constant. Solutions to (10) and (11) can be found in the form:

\[ V(z) = V_0^+ e^{-\gamma z} + V_0^- e^{\gamma z} \]  
\[ I(z) = I_0^+ e^{-\gamma z} + I_0^- e^{\gamma z} \]

Now, if we derive (13) and combine it with (8) then (14) we realize that:

\[ \frac{\gamma}{R + j\omega L} (V_0^+ e^{-\gamma z} - V_0^- e^{\gamma z}) = I(z) = I_0^+ e^{-\gamma z} + I_0^- e^{\gamma z} \]

Hence we can define the characteristic impedance of the transmission line, \( Z_C \), as relating the voltage and current on this line:

\[ Z_C \equiv \frac{V_0^+}{I_0^+} = \frac{-V_0^-}{I_0^-} \]

And we have the following general expression for the characteristic impedance:

\[ Z_C = \frac{R + j\omega L}{\gamma} = \frac{R + j\omega L}{\sqrt{G + j\omega C}} \]

The wavelength on the line and the phase velocity are given by [99]:
\[
\lambda = \frac{2\pi}{\beta}
\]
\[
v_p = \frac{\omega}{\beta} = \lambda f
\]

In the lossless case \((R = G = 0)\),

\[
Z_c = \frac{L}{\sqrt{C}}
\]

\[
v_p = \frac{\omega}{\beta} = \frac{1}{\sqrt{LC}}
\]

\[
\lambda = \frac{1}{f\sqrt{LC}}
\]

The main advantage of the circuit approach to analytical modeling of CNTs is that the classical derivations from the telegrapher equations can be readily applied once the circuit elements are known. In section IV.A.1.3) we derive the full expression of \(\beta\) in the general lossy case before applying it to the SWCNT bundle problem.

**I.A.1.1) Metallic SWCNT**

When set in a waveguide configuration – such as parallel wires or a wire and a ground – metallic SWCNTs may be described using transmission line formalism by adding specific lumped and distributed components deduced from the Luttinger liquid formalism [8], [94] for one-dimensional electron gases (1DEG).

M.W. Bockrath introduced the concept of a kinetic inductance, \(L_{k1}\), and quantum capacitance, \(C_{Q1}\), by considering the Lagrangian of charges in an m-SWCNT [94]. The kinetic inductance arises from the kinetic energy needed to promote an electron above the Fermi level (opposes the change in current). The quantum capacitance, originally termed compressibility for electron gases, results from the potential energy (Fermi level) increase when adding an electron to the system. Following [92], in ballistic regime, the DC conductance of a spinless 1D channel ohmically-contacted to a 3D system is \(\hbar/e^2\) (Plank constant over the square of the elementary charge). This can be modeled at AC as split in two lumped contact resistances [8], one at each end of the channel, of value \(R_0\) – sometimes referred to as the resistance quantum
since it corresponds to the resistance of a channel with two spins. M.W. Bockrath also discussed tunneling into a CNT in his thesis.

\[ L_{K1} = \frac{h}{2e^2 v_F} \]  
\[ C_{Q1} = \frac{2e^2}{\hbar v_F} = \frac{1}{v_F^2 L_{K1}} \]  
\[ R_0 = \frac{h}{2e^2} \]

where, as in section II.A.3) and the rest of this thesis, \( e \approx 1.602 \times 10^{-19} \) C is the elementary charge, \( h \approx 6.626 \times 10^{-34} \) J.s is the Plank constant and \( v_F = 3\gamma_0 b/2h \) is the Fermi velocity in CNTs with \( b=0.142 \) nm and \( \gamma_0 \) the overlap integral.

These quantities are calculated for a single spinless mode. However an m-SWCNT has four modes: two channels arising from the lattice degeneracy multiplied by two electron spin states. These four channels should intuitively behave as four quantum wires in parallel linked externally through a common electrostatic capacitance. After careful treatment, reported in Appendix 1, this proves to be correct.

Hence, an m-SWCNT presents the following distributed elements:

\[ L_K = \frac{1}{4} L_{K1} = \frac{h}{8e^2 v_F} = \frac{R_0}{4v_F} \]  
\[ C_Q = 4C_{Q1} = \frac{8e^2}{\hbar v_F} = \frac{4}{R_0 v_F} \]  
\[ R_C = \frac{R_0}{4} = \frac{h}{8e^2} \]  
\[ R_Q = \frac{R_0}{4} \frac{1}{MFP} = \frac{h}{8e^2 v_F \tau} = \frac{R_0}{4v_F \tau} \]

where \( L_K, C_Q \) and \( R_C \) are the effective distributed kinetic inductance, distributed quantum capacitance and lumped 3D-to-1D contact resistance (one on each side for an ohmically-contacted CNT in ballistic regime). A distributed resistance \( R_Q \) is introduced to account for losses in non-ballistic regime. In non-ballistic regime, the average length between collisions is called Mean Free Path (MFP). Provided that electrons move at the Fermi velocity \( v_F \) in CNTs this defines the plasmon lifetime in CNTs as \( \tau = \frac{MFP}{v_F} \) and the relaxation
frequency $v = \tau^{-1}$. Assuming scattering at each collision is equivalent to that at an ohmic contact, we obtain (29) – consistent with the definitions in the surface conductivity.

These distributed components are inherent to the 1DEG nature of the m-SWCNT without presupposing a specific configuration – except for the actual existence of a distributed electrostatic capacitance (cf. Appendix 1). In fact they are equivalent to integrating the surface conductivity described in section II.A.3) over the cylinder perimeter to obtain a distributed impedance. One can write [87]:

$$Z_{cn}(q, \omega) = \frac{1}{2\pi d\sigma(q, \omega)} = R_Q + j\omega L_K + \frac{q^2}{j\omega C_Q}$$

with the same definitions for all notations between the conductivity and circuit model. This is even clearer in [101] where the circuit parameters are directly derived from Boltzmann and Maxwell equations – the same used for the conductivity.

![Effective circuit diagram for a SWCNT contacted at both ends with a source and a load.](image)

By combining this description of the CNT conductor behavior and the description of the geometry of a waveguide through classical elements, we can describe the expected behavior of a guided wave using the transmission line formalism. The waveguide configuration will generally imply a self-inductance of the line and mutual-capitance of its conductors also referred to as distributed magnetic inductance, $L_M$, and electrostatic capacitance, $C_{ES}$. An imperfect ground will be manifested by a distributed resistance, $R_{ground}$, especially so at higher frequencies due to the skin effect. An imperfect dielectric between the conductors gives rise to a distributed conductance $G$. Finally imperfect contacts at the end of the CNT will be modeled by lumped resistances $R_{C1}, R_{C2}$ and capacitances $C_{C1}, C_{C2}$ rather than the ideal $R_C$. Values can be calculated through DFT or similar techniques [102], [103], extracted from published experiments [11], [104], [105] or, preferably extracted from measurements of samples fabricated through the same process that will be used for the
The final transmission line for a SWCNT over a ground is represented in Fig. 13. It can be simplified to the RLCG line described in section II.A.4.1) by writing:

\[ L = L_K + L_M \]  
\[ C = \frac{1}{C_Q^{-1} + C_{ES}^{-1}} \]  
\[ R = R_Q + R_{ground} \]

Expressions for the inductance, capacitance, resistance and conductance in classical configurations [99] applied to an m-SWCNT are given in Table 1. The quantum capacitance is applied only once in the two-wire configuration as asserted without formal demonstration in [16]. The formula for \( R_{ground} \) for an m-SWCNT parallel to a metallic wall is intuited from \( L_M \) and fitting numerical values calculated with TXline by AWR [106]. It is intended as a tool for assessing the influence of an imperfect ground on the propagation. We write the effective depth of propagation of the EM wave \( \delta_{min} = \min(\delta_{skin}, \delta_{ground}) \) where \( \delta_{ground} \) is the thickness of the metallic ground and \( \delta_{skin} \) the skin depth in the ground.

\[
\delta_{skin} = \sqrt[\frac{2}{\sqrt{\frac{\omega \mu \sigma_{ground}}{\sqrt{1 + \left(\frac{\omega \varepsilon}{\sigma_{ground}}\right)^2 + \frac{\omega \varepsilon}{\sigma_{ground}}}}}}]}
\]

For \( \frac{\omega \varepsilon}{\sigma_{ground}} \ll 1 \) i.e. \( \omega \ll \frac{\sigma_{ground}}{\varepsilon} \sim 10^{18} \)Hz for good conductors (copper, gold, aluminium) this simplifies to the better known:

\[
\delta_{skin} = \sqrt[\frac{2}{\sqrt{\frac{\omega \mu \sigma_{ground}}{\sqrt{1 + \left(\frac{\omega \varepsilon}{\sigma_{ground}}\right)^2 + \frac{\omega \varepsilon}{\sigma_{ground}}}}}}]}
\]

In the cases covered in this thesis equation (35) is a perfectly valid approximation for metallic lines because we will study frequencies up to a few terahertz at most. Equation (34) might only be needed in the case of lines made from poor conductors such as semi-conductors or doped polymers. Gold has skin depths of 454, 249 and 144nm at 30, 100 and 300GHz respectively. Hence a 0.5-1µm-thick metallization is necessary to reduce losses. Silver, copper and aluminium are similar while nickel, iron, and platinum require about twice these thicknesses.
Table 1. Transmission line parameters for a SWCNT adapting from [99].

<table>
<thead>
<tr>
<th></th>
<th>Coaxial</th>
<th>Two-wire</th>
<th>CNT parallel to ground</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_M$</td>
<td>$\frac{\mu}{2\pi} \ln \left( \frac{h}{a} \right)$</td>
<td>$\frac{\mu}{\pi} \arccosh \left( \frac{h}{2a} \right)$</td>
<td>$\frac{\mu}{\pi} \arccosh \left( \frac{h}{a} \right)$</td>
</tr>
<tr>
<td>$C_{ES}$</td>
<td>$\frac{2\pi \varepsilon'}{\ln \left( \frac{h}{a} \right)}$</td>
<td>$\frac{\pi \varepsilon'}{\arccosh \left( \frac{h}{2a} \right)}$</td>
<td>$\frac{\pi \varepsilon'}{\arccosh \left( \frac{h}{a} \right)}$</td>
</tr>
<tr>
<td>$R_{ground}$</td>
<td>$\frac{1}{\pi \delta_{min} (2h + \delta_{min}) \sigma_{ground}}$</td>
<td>0</td>
<td>$\frac{1}{2a \left( 1 + \sqrt{\frac{\arccosh \left( \frac{h}{a} \right)}{\pi}} \right) \delta_{min} \sigma_{ground}}$</td>
</tr>
<tr>
<td>$G$</td>
<td>$\frac{2\pi \omega \varepsilon''}{\ln \left( \frac{h}{a} \right)}$</td>
<td>$\frac{\pi \omega \varepsilon''}{\arccosh \left( \frac{h}{2a} \right)}$</td>
<td>$\frac{\pi \omega \varepsilon''}{\arccosh \left( \frac{h}{a} \right)}$</td>
</tr>
<tr>
<td>$L$</td>
<td>$L_K + L_M$</td>
<td>$2L_K + L_M$</td>
<td>$L_K + L_M$</td>
</tr>
<tr>
<td>$C$</td>
<td>$\frac{1}{C_{Q}^{-1} + C_{ES}^{-1}}$</td>
<td>$\frac{1}{C_{Q}^{-1} + C_{ES}^{-1}}$</td>
<td>$\frac{1}{C_{Q}^{-1} + C_{ES}^{-1}}$</td>
</tr>
<tr>
<td>$R$</td>
<td>$R_Q + R_{ground}$</td>
<td>$2R_Q$</td>
<td>$R_Q + R_{ground}$</td>
</tr>
</tbody>
</table>

In Table 2 we give some typical numerical values for a SWCNT transmission line calculated for the case of a SWCNT over a ground plane. The relative spacing and plasmon lifetime – which respectively affect the classical and quantum properties of the line – are varied on a logarithmic scale to cover most possible cases. It can be observed that the kinetic inductance is predominant as it is in all cases 3 to 4 orders of magnitude larger than the magnetic inductance. The quantum capacitance leads to less than 5% variation on the total capacitance making it rather negligible compared to the electrostatic capacitance – as mentioned in section II.A.3). The conductance can be ignored for typical insulators used (air, SiO$_2$). Finally the ground resistance is 1 to 2 orders of magnitude smaller than the quantum resistance for a single SWCNT. Conclusions on resistance and inductance may change in the case of a bundle however since the quantum resistance and kinetic inductance are then
divided by the number of SWCNTs while the ground resistance and magnetic inductance remain sensibly of the same order.

Table 2. Typical circuit parameter values. We take $\gamma_0 = 2.7$ eV hence $v_F = 8.74 \times 10^5 \text{m/s}$. Then we have $L_K = 3.69 \text{nH/\mu m}$ and $C_Q = 355 \text{aF/\mu m}$ independently of the two factors varied in the table. For $R_{\text{ground}}$ we take $a = 0.7 \text{nm}$ and $\delta_{\text{min}} = 100 \text{nm}$.

<table>
<thead>
<tr>
<th>$h/a$</th>
<th>$F_\nu$ (GHz)</th>
<th>$MFP$ (\mu m)</th>
<th>$R_Q$ (k\Omega/\mu m)</th>
<th>$R_{\text{ground}}$ (k\Omega/\mu m)</th>
<th>$L_M$ (pH/\mu m)</th>
<th>$L_K/L_M$</th>
<th>$C_{ES}$ (aF/\mu m)</th>
<th>$C$ (aF/\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>53</td>
<td>2.62</td>
<td>1.23</td>
<td>0.100</td>
<td>0.7</td>
<td>5239</td>
<td>15.8</td>
<td>15.1</td>
</tr>
<tr>
<td>10</td>
<td>159</td>
<td>0.87</td>
<td>3.69</td>
<td>0.088</td>
<td>1.2</td>
<td>3085</td>
<td>9.3</td>
<td>9.1</td>
</tr>
<tr>
<td>30</td>
<td>531</td>
<td>0.26</td>
<td>12.31</td>
<td>0.081</td>
<td>1.6</td>
<td>2256</td>
<td>6.8</td>
<td>6.7</td>
</tr>
<tr>
<td>100</td>
<td>1592</td>
<td>0.09</td>
<td>36.94</td>
<td>0.076</td>
<td>2.1</td>
<td>1743</td>
<td>5.3</td>
<td>5.2</td>
</tr>
</tbody>
</table>

II.A.4.2) MWCNT and bundles

A MWCNT is made of concentric shells of rolled up graphene – in other words, SWCNTs. It can thus be regarded as multiple SWCNT transmission lines in parallel. Each shell will shield its adjacent shells from each other so there is capacitive coupling only between adjacent shells, $C_{\text{coax},i,i+1}$, with the same expression than reported for the coaxial line in Table 1. Similarly, only the external shell is coupled to the ground. Because the shells are only separated by the Van der Waals distance between graphene layers in graphite, $\delta_{\text{graph}} = 0.34 \text{nm}$, tunneling between adjacent shells can be expected and could be modeled through a conductance $G_{\text{tunnel}}$. Note that there are conflicting reports on such a conductance [107] which is estimated between negligible to $10^{-4} \text{S/\mu m}$.

Because shells in MWCNT may present diameters exceeding those typical of SWCNTs, the number of electronic subbands participating to conduction can be more than 2. As an approximation to the Fermi distribution at room temperature (300K), Naeemi and Meindl give the number of channels as follows [108]:
\[ N_{\text{chan}}(D) = \begin{cases} \frac{2}{3}, & D < 6\text{nm} \\ xD + y, & D \geq 3\text{nm} \end{cases} \] (36)

Where \( x = 0.0612\text{nm}^{-1}, y = 0.425 \). This has less than 15% error for any value of \( D \) and includes the fact that only 1/3 of SWCNTs are metallic. The formula is also limited to low voltages as higher voltages allow more subbands to participate in the conduction. In the overlapping 3 to 6nm region the two approximations are almost equivalent.

This approximation includes the statistical 1/3-2/3 ratio and is thus valid for MWCNTs with numerous shells or numerous MWCNTs with various shells. In other cases, based on the curves in [108] and keeping the same 1/3-2/3 pondered average, metallic shells can be modeled using:

\[ N_{\text{chan}}(D) = \begin{cases} \frac{2}{3}, & D < 6.78\text{nm} \\ xD + y_m, & D \geq 5.85\text{nm} \end{cases} \] (37)

and semiconducting shells as:

\[ N_{\text{chan}}(D) = \begin{cases} 0, & D \leq 3\text{nm} \\ xD + y_{sc}, & D \geq 3\text{nm} \end{cases} \] (38)

where \( x = 0.0612\text{nm}^{-1}, y_m = 1.642, y_{sc} = -0.1836 \), with 5% error on \( N_{\text{chan}}(D) \). Extending the affine approximation of the metallic case down to 3nm is still less than 10% error.

Naeemi and Meindl also note that the MFP is directly proportional to the diameter [108]:

\[ \text{MFP}(D) = l_0D \] (39)

Hence, following our previous derivation, we have for each shell:

\[ L_K(D) = \frac{1}{2N_{\text{chan}}(D) v_F} \frac{R_0}{v_F} \] (40)

\[ C_Q(D) = 2N_{\text{chan}}(D) \frac{1}{R_0 v_F} \] (41)

\[ R_C(D) = \frac{1}{2N_{\text{chan}}(D)} R_0 \] (42)

40
Finally we can model a MWCNT as proposed in [107], reported in Fig. 14. Note that the shells are represented as all ohmically contacted which is not necessarily the case, especially if a capped MWCNT is contacted by deposition/contact of electrodes after the growth. In the latter case, the lumped \( R\text{mc} \) should be directly connected to the extremity of the external shell only, like the distributed \( C_E \). Lumped inter-shell capacitances should then be used at both extremities to model the nested caps.

\[
R_Q(D) = \frac{1}{2N_{\text{chan}}(D)} \frac{R_0}{MFP(D)} = \frac{R_0}{2l_0} D(xD + y)
\]  

(43)

Fig. 14  MWCNT circuit model, reproduced from [107]. \( R\text{mc} \) is the imperfect contact resistance.

Similarly, bundles of SWCNTs and MWCNTs can be treated as transmission lines in parallel [96], [98], [109]. In most cases, the CNT-to-CNT coupling capacitances require being evaluated with electrostatic solvers. Additionally the complex circuit model can usually not be solved analytically but require numerical treatment as discussed in the next section.

In cases where the CNTs or their shells are all connected at their base and of comparable conductivities, simplifications on the circuit model can be operated. We discuss this in section II.B.3.3).

**II.A.4.3) Implementation**

The circuit model of CNTs can be used on its own for simple structures or combined to elements calculated by full-EM simulation like capacitance matrices [98] or S-parameters matrices imported in Agilent’s ADS [110]. Alternatively, nanoHUB.org references, among other resources, an online tool to calculate electrical properties of MWCNT bundles [111] based on the circuit model as described in [97].
Analytical radiation may be determined [16] in simple cases but this is restrictive and requires much attention to the approximations made in the non-conventional cases dealt with for CNTs. Because the technique inherently neglects radiation [16] it may not be deemed self-consistent to generally apply it to antenna problems [18]. The approximation is justified in the case of high-impedance antennas with low radiation resistance like for a long single SWCNT but at optical frequencies or dealing with a bundle it could imply a non-negligible error. However the description in terms of distributed circuit elements allows straightforward understanding of the underlying physics which may help interpreting results and designs.

II.A.5) Bundle modeling and necessity of a new approach

Previous work [8], [10], [16], [20], [96], [112]–[118] has shown that most applications of CNTs in high-frequency electronics would need to make use of bundled CNTs, as opposed to single CNTs, to overcome problems such as high impedance and poor efficiency. In [20], Shuba et al. concluded that, at similar external radii, bundles of SWCNTs would be a more efficient antenna than a MWCNT or SWCNT. Efforts have been made towards modeling of bundled CNTs but they either rely on a circuit approach [96], [98], [109] or on approaches difficult to apply in modern CAD software or to extend to general cases [17], [19], [119], [120]. To understand the behavior of devices based on this new material and predict their performance, full 3D EM simulation is necessary [121]. It would allow rational design and optimization by taking into account parasitics, integration with other components, shielding. However, simulation of CNT-based devices is made very difficult by three factors: the huge aspect ratio of the CNTs (typically 1000:1 to $10^6$:1), the large quantities involved (from hundreds to millions of CNTs) and the multiple scales involved when connecting CNTs to microelectronics [78], [79]. As a result, most works limit themselves to circuit or hybrid simulation for full structures [9], [78], [79], [98], [114]–[116], [122] which cannot properly model both long-distance propagation in CNTs and coupling in complex structures. Some other works input measured data [52] – or present comparative performance without modeling [123] – which does not allow pre-design. We need a new model. It should solve the meshing issues, be seamlessly integrated in conventional EM simulation tools and based on theoretical grounds to allow parametric performance prediction.
II.B) Effective medium approach

We propose to overcome all the issues outlined in the previous section at once by using a bulk equivalent to arrays or bundles of CNTs. Indeed the typical length of variation of the cross-sectional structure of a bundle is small compared to the wavelengths involved in radiofrequency regime (even up to optical range). Hence you may consider averaging the electrical properties of the nanotubes (NTs) over the volume they occupy. Topological considerations can be dealt with by introducing anisotropic properties. For instance, as shown in Fig. 15, an array of vertically aligned CNTs will be modeled by a bulk material assigned with an averaged CNT conductivity along the vertical axis ($z$) and with a conductivity matching the coupling and tunneling effects occurring between CNTs along the two other orthogonal axes. This approach is very versatile as it can accommodate any model of CNT or nanowire (NW) by the derivation technique that will be exposed. It can also be implemented in most EM simulation suites, independently of the solving method and makes analytical solving possible.

Fig. 15. Schematic illustration of the anisotropic bulk model.
A few didactic steps will lead us to the final model and its application. In section II.B.1) we expose a general anisotropic bulk model for arrays of nanoelements and, in section II.B.2), the method to derive it from a given single element model. In section II.B.3) we derive a practical model for arrays of metallic SWCNTs.

Next, we implement both our model and the one it was derived from in electromagnetic (EM) solvers to validate its equivalence to existing models (section II.C.2)) and its practicality over them. In section II.C.3), full microstructures including CNTs are simulated using our bulk model. Note that, in these simulations, coupling inside the bundle can be ignored – as in most practical situations as will be demonstrated.

II.B.1) Anisotropic bulk model

II.B.1.1) Methodology

We proceed as follows. First, we derive a bulk nanowire (NW, bulk wire) electrically equivalent to a nanotube (NT, hollow tube). CNTs can then be dealt with as any other bulk NW. Secondly we derive bulk electromagnetic properties for arrays of aligned NWs. Finally we apply this general derivation to the case of SWCNTs starting from an existing surface conductivity model.

II.B.1.2) Scale considerations

Typically, if we work at frequencies lower than 3 THz, the free-space wavelengths of the fields under consideration are above $\lambda_{0,3\text{THz}} = 100\mu$m, much greater than the nanometer scale cross-sectional diameters of NTs and NWs. For CNTs however, an interesting predicted property [10] is that there exists an approximate 1:50 ratio between the free-space and the plasmon wavelengths. Numerically we have $\lambda_{p,3\text{THz}} \approx 2\mu$m. This is still much greater than the typical diameters of NTs: from a few angstroms to a few nanometers for single-wall carbon nanotubes (SWCNTs) and up to few tens of nanometer for multi-wall CNTs. Note that the radius $a$ of a CNT is given by:

$$a = \frac{\sqrt{3}}{2\pi} b \sqrt{m^2 + mn + n^2}$$ (44)
where \( b = 0.142\text{nm} \) is the interatomic distance in graphene and \((m,n)\) is the dual chiral index of the CNT. Experimentally, the radius of SWCNTs is usually found smaller than \( a(m=n=50) = 3.39\text{nm} \).

Hence, in our work we will assume \( \lambda_0 > \lambda_p \gg a \) for the fields under consideration which will allow us to work with effective media in the corresponding directions. The eventual upper frequency applicability limit of the approach depends on the typical cross-sectional dimensions of the nano-objects and the dispersion relation of the medium. For SWCNTs it typically holds up to tens of terahertz, which is also the limit of the semi-classical model used in section II.B.3) [84].

II.B.1.3) Bulk nanowire equivalent to a nanotube

In the next section, we assume prior knowledge of bulk conductivity for the nanoelements under consideration. However, when working with NTs, the models have rather been derived as surface properties for hollow tubes – with regard to their physical nature. For instance, in [7], Slepyan, Maksimenko et al. provided a model for SWCNTs of small radii and in [87] Hanson extends it to cover both CNTs and solid NWs. As simple calculus shows, the circuit approach by P.J. Burke [8] is actually equivalent in terms of resistance and inductance [87], [119].

In our work, we derive an equivalent bulk material of electrical conductivity such that a bulk NW and a hollow tube of identical dimensions exhibit the same overall electrical properties. Let a NT be aligned along \( z \). Since \( \lambda \gg a \) and the NT is long with respect to its radius, we can consider the electrical field constant over its cross section. We consider the equivalent bulk NW as the one verifying the same distributed Ohm’s law as the NT:

\[
I(z, \omega) = \frac{E_z(z, \omega)}{Z(z, \omega)} \quad (45)
\]

where \( I(z, \omega) \) is the net current across the NT cross-section at \( z \), \( E_z(z, \omega) \) is the electrical field component along \( z \) in the NT at \( z \) and \( Z(z, \omega) \) is its (linear) distributed impedance. Considering equation (45) applied to the NT and to the equivalent NW, we deduce that:

\[
Z_{NW,\text{bulk}}(z, \omega) = Z_{NT,\text{surf}}(z, \omega) \quad (46)
\]
Then from relation (46), we set equation (47):

$$
\iint_{\text{cross-section}} \sigma_{\text{NW,bulk}}(z, \omega) \, dA
= \int_{c-s \text{ perimeter}} \sigma_{\text{NT,surf}}(z, \omega) \, dl
$$

(47)

where $\sigma_{\text{NW,bulk}}$ is the bulk conductivity of the equivalent NW and $\sigma_{\text{NT,surf}}$ is the surface conductivity of the original NT.

Since the bulk and surface conductivities are supposed constant over the NW and NT cross-section, this results in:

$$
\sigma_{\text{NW,bulk}} = \sigma_{\text{NT,surf}} \frac{P_{\text{NT}}}{\Phi_{\text{NT}}}
$$

(48)

where $P_{\text{NT}}$ and $\Phi_{\text{NT}}$ are respectively the perimeter and the area of the cross-section of the NT. Similarly, if the NT was to be filled with a material of conductivity $\sigma_{\text{filling}}$ then, by linear combination:

$$
\sigma_{\text{NW,bulk}} = \sigma_{\text{NT,surf}} \frac{P_{\text{NT}}}{\Phi_{\text{NT}}} + \sigma_{\text{filling}}
$$

(49)

This approach can be adopted to model other conductive nanoelements, for instance graphene nanoribbons, by assigning them a finite cross-section area.

In conclusion, we have introduced a bulk NW equivalent to NTs and both types of nanoelements will thus be treated and addressed as NWs in the rest of the derivation. For simplicity, we will now write $\sigma_{\text{NW}}$ instead of $\sigma_{\text{NW,bulk}}$.

II.B.1.4) Array of aligned nanowires

In the next section, we consider an array (or bundle) of NWs aligned along $z$ (see Fig. 15). We derive its anisotropic effective bulk conductivity $\sigma_{\text{array}}$. The array is then readily modeled as a block of identic dimensions made of an anisotropic material of conductivity $\sigma_{\text{Axial}}$ along the $z$ axis and $(\sigma_{TX} , \sigma_{TY})$ in the transverse directions – to model any coupling or tunneling between NWs (see Fig. 16):
In the case of isotropic repartition and shape of the NWs in the cross-sectional plane, we have $\sigma_{Tx} = \sigma_{Ty} = \sigma_T$. The definition of two quantities can be useful in cases such as arrays of graphene nanoribbons or anisotropic spacing of the nanoelements.

Note that this approach may be applied in two dimensions when interested in a horizontal array of NWs thin with respect to relevant quantities. This has partly been investigated by S. Choi’s anisotropic sheet model for horizontally aligned CNTs [124]. He derived his model from the circuit model [8] whereas in our approach, we start from a physical model. Moreover, our approach enables to thicken the sheet so that coupling effects between the NWs and their environment are better modeled.

More complicated situations may also be treated following this anisotropic bulk method by linear combination of the models. Possibilities range from anisotropic embedding media to isotropic tri-dimensional meshes of interconnected NWs. Inter-mode coupling can also be taken into account through the non-diagonal coefficients.

II.B.2) General derivation

II.B.2.1) Axial bulk conductivity

In an array of aligned NWs, the volume fraction of NWs, $\delta_{NW}$, is equal to the proportion of cross-sectional area occupied by the NWs and is given by:

$$\sigma_{\text{array}(z)} = \begin{pmatrix} \sigma_{Tx} & 0 & 0 \\ 0 & \sigma_{Ty} & 0 \\ 0 & 0 & \sigma_{Axial} \end{pmatrix}$$ (50)
where $\Phi_{\text{bulk}}$ is the cross-sectional area of the array of interest, $\Phi_{\text{NW}}$ is the cross-sectional area of one NW, $N_{\text{NW}}$ is the number of NW in this array, $D_{\text{NW}}$ is the density of NW (number of NW per unit area).

Thus, by averaging the conductivity of the NWs and that of the embedding medium (matrix) $\sigma_m$, we find the effective axial bulk conductivity $\sigma_{\text{Axial}}$ as follows:

$$\sigma_{\text{Axial}} = \sigma_{\text{NW}} \delta_{\text{NW}} + \sigma_m (1 - \delta_{\text{NW}})$$  \hspace{1cm} (52)

Note that, in the special case of aligned CNTs embedded in a dielectric ($\sigma_m = 0$), (49) (51) and (52), simply lead to:

$$\sigma_{\text{Axial}} = \sigma_{\text{NT, surf}} P_{\text{NT}} D_{\text{NT}}$$  \hspace{1cm} (53)

II.B.2.2) Transverse bulk conductivity

Rather than trying to derive inter-tube coupling from tube-to-tube coupling [16], [98], [118], we will follow effective medium theories (EMT) such as Maxwell Garnett’s or Bruggeman’s [125]–[127]. As explained in [84], [85], [128], this allows describing the full electromagnetic interaction between inclusions (CNTs) at frequencies ranging from microwave to optical range.

We propose a model for arrays of aligned circular-cross-section NWs. In this case, in the transverse plane, NWs can be considered as circular inclusions in a matrix, provided they are separated or bundled in patches small with respect to the wavelength – which is experimentally correct. Then, following [126], [127] we can find the effective conductivity $\sigma_T$:

$$\delta_{\text{NW}} \frac{\sigma_{\text{NW}} - \sigma_T}{\sigma_{\text{NW}} + \sigma_T} + (1 - \delta_{\text{NW}}) \frac{\sigma_m - \sigma_T}{\sigma_m + \sigma_T} = 0$$  \hspace{1cm} (54)

where $\sigma_{\text{NW}}$ is the conductivity of the bulk NWs, $\sigma_m$ is the conductivity of the embedding medium and $\delta_{\text{NW}}$ is the proportion of cross-section area occupied by NWs. This leads to the second order polynomial equation:
\[ \sigma_T^2 + \sigma_T (1 - 2 \delta_{NW}) \Delta \sigma - \sigma_{NW} \sigma_m = 0 \quad (55) \]

with

\[ \Delta \sigma = (\sigma_{NW} - \sigma_m) \quad (56) \]

Which, taking \( Re(\Delta \sigma) > 0 \) has only one physically meaningful root:

\[ \sigma_T = \left( \delta_{NW} - \frac{1}{2} \right) \Delta \sigma + \left( \left( \delta_{NW} - \frac{1}{2} \right) \Delta \sigma \right)^2 + \sigma_{NW} \sigma_m \right)^{1/2} \quad (57) \]

For conducting NWs in a poorly conducting matrix i.e. taking \(|\sigma_{NW}| \gg |\sigma_m|\), this can be approximated as:

\[
\sigma_T = \begin{cases} 
\sigma_m \left( \frac{1}{1 - 2\delta_{NW}} \right), & \left( \delta_{NW} - \frac{1}{2} \right) \gg \frac{\sigma_m}{\sigma_{NW}} \\
1 + \left( \delta_{NW} - \frac{1}{2} \right) \left( \frac{\sigma_{NW}}{\sigma_m} \right)^{1/2} \left( \sigma_{NW} \sigma_m \right)^{1/2}, & \left| \delta_{NW} - \frac{1}{2} \right| \ll \frac{\sigma_m}{\sigma_{NW}} \\
(2\delta_{NW} - 1)\sigma_{NW}, & \left( \delta_{NW} - \frac{1}{2} \right) \gg \frac{\sigma_m}{\sigma_{NW}} 
\end{cases} \quad (58) \]

And more particularly if the embedding matrix is perfectly dielectric (\( \sigma_m = 0 \)):

\[
\sigma_T = \begin{cases} 
0, & \delta_{NW} \leq \frac{1}{2} \\
2\sigma_{NW} \left( \delta_{NW} - \frac{1}{2} \right), & \delta_{NW} > \frac{1}{2} 
\end{cases} \quad (59) \]

This shows an interesting percolation threshold at \( \delta_{NW} = \frac{1}{2} \) as illustrated in Fig. 17. Below the threshold, there is no direct transmission but above it, the resulting conductivity is affine to the proportion of NWs with a slope of twice their conductivity. Therefore, only very dense arrays will show effective coupling. For instance, in a hexagonal Bravais lattice, as shown on Fig. 16, the transverse conductivity is only significant if:

\[
\left( \delta_{NW} > \frac{1}{2} \right) \iff \left( \frac{\Delta r}{2a} < \frac{\pi}{\sqrt{3}} \approx 1.35 \right) \quad (60) \]
where \( a \) is the radius of the NWs and \( \Delta r = \delta r + 2a \) is their spacing, center to center, while \( \delta r \) is the shell-to-shell spacing.

Fig. 17. Transverse conductivity as a function of the fraction of cross-sectional area occupied by NWs for various matrix conductivities. 50MS/m is the DC conductivity of the equivalent NW of a SWCNT of radius 2.4nm (cf. section II.B.3). It is close to the conductivities of bulk gold and bulk copper. For reference, sea water has a conductivity of 4 S/m, polystyrene 0.1 fS/m and metals from 1 to tens of MS/m. Note the threshold at \( \delta_{NW} = \frac{1}{2} \) for relatively low matrix conductivities.

Interpreted otherwise, there is no significant coupling between NWs in a hexagonal Bravais lattice configuration if:

\[
\delta r \geq 2 \left( \frac{\pi}{\sqrt{3}} - 1 \right) a \approx 0.7 \ a \quad (61)
\]

Measurements on CNT composites show a similar percolation threshold [129], [130]. However the differences to the case we describe do not allow numerical comparison.

In the case of SWCNTs grown in arrays, we usually are below the threshold. Typically the diameter is 1nm, and the minimum possible spacing is 0.39nm > 0.7a. Hence, in the rest of the chapter, unless mentioned otherwise, since we describe CNT arrays separated by air we will take \( \sigma_T = 0 \).

II.B.3) Application to carbon nanotubes

II.B.3.1) Metallic SWCNTs

In this section, we apply the methodology exposed in sections II.B.1) and II.B.2) to derive an anisotropic bulk conductivity in the practical case of metallic single-wall carbon nanotubes (SWCNTs). Following G.W. Hanson’s interpretation [10] of Slepyan and
Maksimenko’s semi-classical derivation [7], a circular-cross-section metallic SWCNT of radius smaller than 3.39nm exhibits a surface conductivity equal to:

\[
\sigma_{\text{CNT, surf}} \approx \frac{2e^2v_F}{\pi^2\hbar a(v + j\omega)}
\]  (62)

And we have:

\[
P_{\text{CNT}} = 2\pi a
\]  (63)

where \( a \) is the radius of the CNT, \( \omega \) is the angular frequency, \( e \approx 1.602 \times 10^{-19} \) C is the elementary charge, \( h = \hbar/2\pi \) with \( \hbar = 6.626 \times 10^{-34} \) J.s the Plank constant, \( \nu = \tau^{-1} \) is the relaxation frequency and \( v_F \) is the Fermi velocity in CNTs. The latter is given by \( v_F = 3\gamma_0 b/2h \) with \( b = 0.142 \) nm and \( \gamma_0 \) the overlap integral. Both \( \gamma_0 \approx 2.5 \text{–} 3.1 \) eV [84] and \( \tau \approx 3 \times 10^{-12} \) s (low frequencies) – \( 10^{-13} \) s (IR below optical transitions) [85] are phenomenological constants [17], [86] that may vary depending on the frequency band. We take \( \gamma_0 = 3 \) eV, leading to \( v_F = 9.71 \times 10^5 \) m/s, and \( \tau = 3 \times 10^{-12} \) s – as chosen by G.W. Hanson in [10]. This makes comparing numerical results more relevant and straightforward.

Applying (53) we find, for an array of \( m \)-SWCNTs of same \( MFP \) in a perfect dielectric:

\[
\sigma_{\text{Axial}} = \frac{8e^2v_F}{\hbar(v + j\omega)} * D_{NT}
\]  (64)

This can also be written in the form

\[
\sigma_{\text{Axial}} = \sigma_{\text{lin,0}} D_{NT} \zeta(u)
\]  (65)

Where

\[
\sigma_{\text{lin,0}} = \frac{8e^2v_F}{h\nu} = \frac{24e^2b\pi\gamma_0}{h^2} \frac{1}{v} = A\gamma_0\tau
\]  (66)

is the DC linear conductivity over a single SWCNT. It is linearly dependent on the phenomenological values \( \gamma_0 \) and \( \tau = v^{-1} \). The complex frequency dispersion profile and the normalized frequency are respectively:
The function $\zeta(u)$ governing the variations of the frequency dependent bulk conductivity is the same as that of the original surface conductivity. Hence, the limitation noted by Hanson for a single CNT [10] that, for $u < 1 \Leftrightarrow f < F_v \approx 53\text{GHz}$, damping will prevent any resonance from occurring should still hold for bundles.

The transverse conductivity has been derived in the previous section. For the next section, we will consider a non-coupled situation, both to simplify future circuit interpretation of the resulting bundles and because it corresponds to experimental conditions.

Note that the original conductivity (62) and thus the one we derive from it (65) only take into account the resistive and inductive effects in the CNTs. The electrostatic coupling is readily modeled by the EM solvers; however it is not the case for the quantum capacitance introduced by P.J. Burke [8], [16]. In [87], Hanson indicates that this capacitive effect is actually equivalent to using a drift-diffusion model for the generalized Ohm’s law. As this is not an option in the solvers we use, HFSS and EMXD, or other commercially available solutions we know of, we will prefer using the amended version of his formula:

$$\sigma(q,\omega) = \frac{\sigma(\omega)}{1 - \xi q^2}$$  \hspace{1cm} (69)

with

$$\xi = \frac{v_F^2}{v^2u(u-j)}$$ \hspace{1cm} (70)

and $q$ the spatial wavenumber. However no general expression for $q$ is provided which makes the implementation impractical. We are still investigating this matter. Following Hanson’s approximation of $q$ as ten times the wavenumber in vacuum $k_0$, the role of the quantum capacitance is 3 orders of magnitude lower than that of the inductance. Similarly, its implementation in a circuit model shows negligible variation in the response of a monopole/dipole as shown in section IV.A.2).
To conclude, an array of CNTs aligned along \( z \) can be modeled as a material exhibiting the following anisotropic conductivity:

\[
\sigma_{\text{CNTA}(z)} = \begin{pmatrix}
    \sigma_T(q, \omega) & 0 & 0 \\
    0 & \sigma_T(q, \omega) & 0 \\
    0 & 0 & \sigma_{\text{Axial}}(q, \omega)
\end{pmatrix}
\]  

(71)

with \( \sigma_T(q, \omega) \) and \( \sigma_{\text{Axial}}(q, \omega) \) the results of the application of (69) to (57) and (65) respectively.

For the reasons given earlier, we will, for the rest of this PhD thesis, neglect inter-CNT coupling and quantum capacitance and consider CNTs in vacuum or in air leading to:

\[
\sigma_{\text{CNTA}(z)} = \sigma_{\text{lin},0} D_{NT} \zeta(u) \begin{pmatrix}
    0 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 1
\end{pmatrix}
\]  

(72)

II.B.3.2) Semi-conducting SWCNTs and mixed SWCNT bundles

II.B.3.2.1) General case of mixed SWCNT bundles

Our approach provides a straightforward means to account for aligned arrays and bundles made of a mix of metallic and semiconducting SWCNTs in known proportions – provided a model is available for each. Let us write:

\[
\left\{ \rho_{(n,m)} = \frac{N_{(n,m)}}{N_{\text{total}}}, \quad (n, m) \in \mathbb{N}^2 \right\}
\]  

(73)

\[
N_{\text{total}} = \sum_{(n,m)\in\mathbb{N}^2} N_{(n,m)}
\]  

(74)

where \( N_{(n,m)} \) is the number of \((n,m)\)-SWCNTs in the array with \((n,m)\) the chiral indices. Then, by linear summation of the contributions, we have:

\[
\sigma_{\text{Axial}} = D_{NT} \sum_{(n,m)\in\mathbb{N}^2} \sigma_{\text{lin},(n,m)}(\omega) \rho_{(n,m)}
\]  

(75)

which, if we assume a Drude-like behavior of sc-SWCNTs based on the form of the general equation of zigzag SWCNTs [7], becomes:
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\[ \sigma_{Axial} = D_{NT} \sum_{(n,m) \in \mathbb{N}^2} \sigma_{lin,0,(n,m)} \rho_{(n,m)} \zeta(u_{(n,m)}) \]  

(76)

where \((\sigma_{lin,0,(n,m)}, u_{(n,m)})\) are the respective DC linear conductivities and the frequency normalized by respective plasmon relaxation frequencies of the different \((n,m)\)-SWCNTs. For SWCNTs of sensibly similar diameter the MFP is the same, according to equation (39). In this case and in the limits discussed in section II.A.3), we can further write:

\[ \sigma_{Axial} = D_{NT} \zeta(u) \sum_{(n,m) \in \mathbb{N}^2} \sigma_{lin,0,(n,m)} \rho_{(n,m)} \]  

(77)

where the function \(\zeta(u)\) and the normalized frequency remain those defined in equations (67) and (68). The sc-SWCNTs conductivities can be computed numerically from the integral formula in [7] or using DFT methods for instance.

In the case of different diameters \(D\) or resistivity, the frequency dependence is not so straightforward because, following [108], we have:

\[ F_v(D) = \frac{1}{2\pi\tau(D)} = \frac{v_F}{2\pi MFP(D)} = \frac{v_F}{2\pi l_0 D} \]  

(78)

For distributions where the CNTs have very different diameters, it is simpler to work with equation (76) using:

\[ \sigma_{lin,0,(n,m)} = MFP_{(n,m)} \frac{2N_{chan,(n,m)}}{R_0} \]

\[ = \begin{cases} 
\frac{2l_0 D_{(n,m)}}{R_0} 2\delta_{m,typ}, & D_{(n,m)} < 3\text{nm} \times (1 + \delta_{m,typ}) \\
\frac{2l_0 D_{(n,m)}}{R_0} (x D_{(n,m)} + y_{(n,m)}), & D_{(n,m)} \geq 3\text{nm}
\end{cases} \]  

(79)

where \(\delta_{m,typ}\) is the Kronecker delta, equal to 1 if the shell is metallic and 0 if the shell is semiconducting. The highlighted diameter condition with overlap for metallic CNTs, defines three categories of SWCNTs by diameter as:

- \(IE_{cst} = \{(n, m) \in \mathbb{N}^2 \text{ such that } D_{(n,m)} < 3\text{nm}\}\), for which the number of channels is diameter-independent
- $\text{IE}_{\text{lin}} = \{(n,m) \in \mathbb{N}^2 \text{ such that } D_{(n,m)} \geq 3\text{nm}\}$, for which the number of channels can be considered linear with diameter, and

- $\text{IE}_{\text{mix}} = \{\{(n,m) \in \mathbb{N}^2 \text{ such that } D_{(n,m)} \in [3, 6\text{nm}]\}, \alpha \leq 2 \\\ \{\emptyset, \alpha \gg 2\}$ – where $\alpha$ is the ratio of sc-SWCNTs to m-SWCNTs – a subset of $\text{IE}_{\text{lin}}$ for which the simpler diameter-independent description is valid within 15% error. The case $\alpha = 2$ is the statistical value for unsorted SWCNTs.

For a relatively large number of SWCNTs, for non-preferential processes, the 1:2 statistical m/sc-SWCNTs ratio should be verified and it should be uniform over diameters. Hence, extending these assumptions to any $\alpha$, for a distribution included in $\text{IE}_{\text{cst}} \cup \text{IE}_{\text{mix}}$, one can write:

$$
\sigma_{\text{Axial}} = D_{NT} \times \frac{4I_0}{R_0(\alpha + 1)} \sum_{\{(n,m)\}} D_{(n,m)} \rho_{(n,m)} \zeta(u_{(n,m)})
$$

(80)

For distributions included in $\text{IE}_{\text{lin}}$, quite uncommonly large for SWCNTs but treated for the sake of completeness:

$$
\sigma_{\text{Axial}} = D_{NT} \frac{I_0}{R_0} \sum_{\{(n,m)\}} D_{(n,m)} (x D_{(n,m)} + y) \rho_{(n,m)} \zeta(u_{(n,m)})
$$

(81)

where $y = \frac{1}{3} y_m + \frac{2}{3} y_{sc}$ in the unsorted case and $y = \frac{1}{\alpha + 1} y_m + \frac{\alpha}{\alpha + 1} y_{sc}$ in general. In other cases, the contributions from the categories $\text{IE}_{\text{cst}}$ and $\text{IE}_{\text{lin}}$ can be accounted for by linear combination of equations (80) and (81).

Finally, for continuous distributions of diameters – such as a common Gaussian distribution – the sum in (76) can be evaluated analytically or numerically as an integral sum.

**II.B.3.2.2) Respective influence of semi-conducting and metallic SWCNTs**

Here, we neglect the influence of the diameter on the mean free path and thus assume $\tau$ constant for diameters from 0.12 to 6nm. We then proceed to study the relative contributions of m- and sc-SWCNTs numerically through a typical case based on rigorous calculations. The previous approximations are confirmed and a polynomial description for the conductivity of sc-SWCNTs of small diameter is given.
Fig. 18 Linear DC conductivity of zigzag SWCNTs versus their radius. Equivalent linear resistivity and (m, 0) index scales are also indicated.
Parameters: $\gamma_0 = 2.7$ eV, $\tau = 3 \times 10^{-12}$ s, $T = 264$K.

In [7], G.Y. Slepyan et al. provide numerical estimates for the conductivity of zigzag sc-SWCNTs, taking $\gamma_0 = 2.7$ eV, $\tau = 3 \times 10^{-12}$ s, $T = 264$K. On Fig. 18, we use these estimates to plot the DC linear conductivity versus SWCNT radius for all types of zigzag CNTs. This is chosen because, as we have shown in the previous section, metallic CNTs have a radius-independent linear conductivity. On the other hand we show that sc-zigzag SWCNTs conductivity can be correctly approximated by a directly implementable 5th order polynomial of the radius $a$ in the 1 to 6nm range:

$$\sigma_{3q+2,lin}(\gamma_0 = 2.7 \text{ eV}, \tau = 3 \times 10^{-12} \text{ s}, a \text{ (in nm)})$$

$$\approx 2 \times 10^{-13} a^5 - 3 \times 10^{-12} a^4 + 2 \times 10^{-11} a^3$$

$$- 4 \times 10^{-11} a^2 + 3 \times 10^{-11} a - 8 \times 10^{-12}$$

(82)

A more workable 2nd order polynomial gives a rough estimate from 1.4nm to 6nm:

$$\sigma_{3q+2,lin}(\gamma_0 = 2.7 \text{ eV}, \tau = 3 \times 10^{-12} \text{ s}, a \text{ (in nm)})$$

$$\approx 1 \times 10^{-11} a \times (a - 1) \text{ S.m}$$

(83)

while, for metallic SWCNTs:

$$\sigma_{3q,lin}(\gamma_0 = 2.7 \text{ eV}, \tau = 3 \times 10^{-12} \text{ s}) \approx 8.12 \times 10^{-10} \text{ S.m}$$

(84)

and hence,
\[
\frac{\sigma_{sc}}{\sigma_m} (\gamma_0 = 2.7 \text{eV}, \tau = 3 \times 10^{-12} \text{s}, a \text{ (nm)}) \\
= 1.25 \times 10^{-2} a \times (a - 1) \\
\epsilon [7 \times 10^{-3}, 7.5 \times 10^{-2}] \text{ for } a \in [1.4, 3] \text{ nm}
\]  

(85)

Therefore, we can conclude that for bundles with sc- to m-SWCNT ratio not in excess of 2 (statistically the case for unsorted SWCNTs) and \(a \leq 3\text{nm}, \text{i.e.} \ D \leq 6\text{nm}\) it is consistent to model only m-SWCNTs as this should lead to a maximum 15\% error in prediction – minimal compared to other experimental uncertainties. For \(a \leq 1\text{nm} \Leftrightarrow d \leq 2\text{nm}\) the maximum acceptable ratio leaps to 70 – or 98.6\% purity. In these cases the bundle can be modeled following equation (72) by replacing the global (visual) CNT density \(D_{NT}\) by an effective m-SWCNTs density \(D_{mNT} = \rho_m D_{NT}\).

As a concluding remark for this section, it should be noted that gating, photocurrent and thermal effects cannot be directly simulated with our technique. Rather, these effects should be quantified theoretically or experimentally then implemented as a variation in the effective conductivity.

**II.B.3.3) Multi-wall CNTs**

The approach can be adapted to deal with MWCNTs with similar distribution schemes among MWCNT types and shells. The conductivity can be derived from the circuit models [107], [108] presented in II.A.4.2) given the equivalence highlighted in equation (30). It can be evaluated analytically if neglecting intershell coupling or numerically otherwise (with ADS [100] or the Carbon Nanotubes Interconnect Analyzer [111]).

In this section, we justify the necessary approximation for analytical solving then present our method of derivation. The DC conductivity is fully evaluated. The more complex calculation for the exact frequency dependence is outlined but not carried out here.

Drawing from II.A.4.2), we know the number of channels per shell to be:

\[
N_{\text{chan}}(D) = \begin{cases} 
2\delta_{m,\text{typ}}, & D < 3\text{nm} \times (1 + \delta_{m,\text{typ}}) \\
xD + y_m\delta_{m,\text{typ}} + (1 - \delta_{m,\text{typ}})\gamma_{sc}, & D \geq 3\text{nm}
\end{cases}
\]

(86)
where $\delta_{m,typ}$ is the Kronecker delta, equal to 1 if the shell is metallic and 0 if the shell is semiconducting and, as previously set, $x = 0.0612\text{nm}^{-1}$, $y_m = 1.642$, $y_{sc} = -0.1836$.

Because MWCNT shells are only separated by $\delta = 0.34\text{nm}$, adjacent shells have similar diameters hence number of channels and conductivity. Actually, the difference in linear DC conductivity for two adjacent shells is given by:

$$\frac{\Delta \sigma_{\text{lin}}}{\sigma_{\text{lin}}}(D) = \frac{4 \left( \frac{\delta}{D} + \frac{(\delta/D)^2}{1 + \frac{y}{xD}} \right)}{\frac{y}{xD}} \quad (87)$$

and is less than 20% for metallic shells of diameters above 4nm. Hence, if all the shells at the base of the CNT are connected and excited in common mode, we can neglect the inter-shell conductance and capacitance in first approximation. This is confirmed, in [107], by calculations for an interconnect study rigorously led with the conductance at the maximum expected value and without it and the difference appears rather negligible. Then the linear conductivity of the nanowire equivalent to a MWCNT will be the sum of the linear conductivities of the shells.

$$\sigma_{\text{lin},MW}(\omega) = \sum_{\text{shells}} \sigma_{\text{lin},i}(\omega) = \sum_{\text{shells}} \sigma_{\text{lin},0}(D_i) \zeta \left( f \left( \frac{f}{F_v(D_i)} \right) \right) \quad (88)$$

We will describe a MWCNT by its external diameter $D_{\text{max}}$, its internal diameter $D_{\text{min}} \equiv \eta D_{\text{max}}$ and its number of shells $N_{sh}$. Since the spacing between shells is $\delta_{\text{graph}} = 0.34\text{nm}$, we have the following:

$$D_{\text{min}} + (N_{sh} - 1)(2\delta) = D_{\text{max}} \quad (89)$$

$$N_{sh} = 1 + \left[ \frac{D_{\text{max}} - D_{\text{min}}}{2\delta} \right] = 1 + \left[ (1 - \eta) \frac{D_{\text{max}}}{2\delta} \right] \quad (90)$$

where [ ] indicates the integer part (for numerical applications). $\eta$ varies from 0.35 to 0.8 and can be assumed to be 0.5 in average [108]. Shells are statistically in a ratio of 1:2 metallic to semiconductor. Furthermore this is uniform over diameters. In this case, the average number of channels per shell is as follows [108]:

58
\[ N_{\text{chan}}(D) = \begin{cases} \frac{2}{3}, & D < 6 \text{nm} \\ xD + y, & D \geq 3 \text{nm} \end{cases} \]  

(91)

where \( x = 0.0612 \text{nm}^{-1}, y = 0.425 \) and there is an overlap of definitions convenient when assuming \( \eta = 0.5 \). Otherwise, with a 1:\( \alpha \) ratio, we have on average:

\[ N_{\text{chan}}(D) = \begin{cases} \frac{2}{\alpha + 1}, & D \leq 3 \text{nm} \\ xD + y, & D \geq 3 \text{nm} \end{cases} \]  

(92)

Where \( x = 0.0612 \text{nm}^{-1}, y = \frac{1.642 - 0.1836\alpha}{\alpha + 1} \). Now, for shells in \( \text{IE}_{\text{est}} \cup \text{IE}_{\text{mix}} \), the DC conductivity can be expressed as:

\[
\sigma_{\text{lin},0,MW} = \sum_{i=0}^{N_{\text{sh}}-1} \sigma_{\text{lin},0}(D_i) = \sum_{i=0}^{N_{\text{sh}}-1} \text{MFP}(D_i) \frac{2N_{\text{chan}}(D_i)}{R_0} \\
= \frac{4l_0}{R_0(\alpha + 1)} \sum_{i=0}^{N_{\text{sh}}-1} (D_{\text{min}} + i2\delta) \\
= \frac{4l_0N_{\text{sh}}}{R_0(\alpha + 1)} (D_{\text{min}} + (N_{\text{sh}} - 1)\delta) \\
= \frac{4l_0N_{\text{sh}}}{R_0(\alpha + 1)} \frac{D_{\text{max}} + D_{\text{min}}}{2}
\]  

(93)

This can also conveniently be expressed as a function of \( D_{\text{max}} \) and \( \eta \) only:

\[
\sigma_{\text{lin},0,MW} = \frac{4l_0 \left(1 + \left[1 - \eta \frac{D_{\text{max}}}{2\delta}\right]\left(1 + \eta\right)D_{\text{max}}\right)}{R_0(\alpha + 1)}
\]  

(94)

It can then be verified that, for \( \eta = 1 \), we find back the expression of a SWCNT in \( \text{IE}_{\text{est}} \cup \text{IE}_{\text{mix}} \).

For shells in \( \text{IE}_{\text{lin}} \):
This can also be expressed as a function of $D_{\text{max}}$ and $\eta$ only:

$$\sigma_{\text{lin},0,MW} = \frac{l_0 D_{\text{max}}}{R_0(\alpha + 1)2\delta} \left( (1 - \eta^2)D_{\text{max}} + (1 + \eta)2\delta \right)$$

$$\times \left( x \left( \left( \eta + \frac{2(1 - \eta)^2}{3(1 + \eta)} \right) D_{\text{max}} + (1 - \eta)2\delta \right) + y \right)$$

As expected, for $\eta = 1$, we find back the expression of a SWCNT shells in $\mathit{IE}_{\text{lin}}$:

$$\sigma_{\text{lin},0,MW} = \frac{2l_0 D_{\text{max}}}{R_0(\alpha + 1)} (xD_{\text{max}} + y)$$

For $D_{\text{max}} \gg \frac{2}{1-\eta} \delta \sim 1$nm, we have:

$$\sigma_{\text{lin},0,MW} = \frac{l_0 D_{\text{max}}^2 (1 - \eta^2)}{R_0(\alpha + 1)2\delta} \left( \left( \eta + \frac{2(1 - \eta)^2}{3(1 + \eta)} \right) xD_{\text{max}} + y \right)$$

For the average case $\eta = 0.5$, $\alpha = 2$ this means that, for $D_{\text{max}} \gg 1.34$nm:

$$\sigma_{\text{lin},0,MW} = \frac{l_0 D_{\text{max}}^2}{R_0 8\delta} \left( \frac{11}{18} xD_{\text{max}} + y \right)$$
This is similar to the result in [108] in the long range regime but still different as we did not approximate to an integral sum and only consider the distributed conductivity and model the contact resistance separately. If we assume the relaxation frequency to be the same for all shells, we simply have:

$$\sigma_{lin,MW}(f, D_{max}, \eta) = \sigma_{lin,0,MW}(D_{max}, \eta) \zeta \left( \frac{f}{F_{v,MW}(D_{max}, \eta)} \right) \tag{100}$$

Rigorously, the sum has to be made over the diameters:

$$\sigma_{lin,MW}(f, D_{max}, \eta) = \sum_{i=0}^{N_{sh}-1} \sigma_{lin}(D_i)$$

$$= \sum_{i=0}^{N_{sh}-1} MF P(D_i) \frac{2N_{chan}(D_i)}{R_0} \zeta(AD_i) \tag{101}$$

where we have introduced $A = f \times \frac{2\pi l_0}{v_F}$ and thus $AD = u(D)$. The DC conductivity we calculated is still valid so the final equation will remain in the form:

$$\sigma_{lin,MW}(f, D_{max}, \eta) = \sigma_{lin,0,MW}(D_{max}, \eta) \zeta_2(f, D_{max}, \eta) \tag{102}$$

II.C) Implementation and validation

II.C.1) Implementation

The anisotropic bulk conductivity approach we developed and the model we derived can be implemented virtually in any software that allows the specification of such a quantity, directly or indirectly.

So far, we used two full-wave 3D electromagnetic simulation solutions. One is commercial, Ansoft HFSS 13.0 [90], the other, EMXD, is homemade software developed at XLIM. Both rely on the finite-element method (FEM) for solving the Maxwell’s equations in the spectral domain. However the solving method is of no critical importance to the validity and applicability of the model.

EMXD was used to validate the approach since it allows more detailed specification of the electromagnetic properties, including a complex 3x3 anisotropic conductivity.
Coordinately using GMSH [131], an open-source mesh generator supporting ASCII script input, allowed systematic design and refined mesh control.

The model was then implemented into HFSS as a material that can be picked like any other. HFSS is widely distributed and used in the microwave community making the implementation of the model in this suite a significant contribution to the design of CNT-based devices. Design simplicity and the embedded data processing and parametric study abilities make it easier to test various complex structures.

II.C.1.1) Implementation in EMXD

EMXD is a finite-element-method full-electromagnetic 3D simulation solver developed at XLIM by Michel Aubourg. We use it in conjunction with an open-source mesh generator, GMSH [131]. GMSH and EMXD were used in a parametric study to compare the original hollow-tube approach to our effective medium approach because of certain technical specificities.

GMSH requires the user to define every point, line, surface and volume – making it more cumbersome than the latest commercial suites such as HFSS or CST where 3D modeling benefits from numerous standard shapes and transformations. The mesh points along lines also need to be defined by the user where commercial suites offer automatic convergence. However GMSH natively supports ASCII script input which allowed meshing quasi-identical structures with high control and reproducibility to prevent mesh-related artifacts or variations. This is also possible in HFSS/CST with VBA codes or interfacing to Matlab but would require more implementation time and is not guaranteed to provide the same control over the final mesh. This point is only critical when you compare presumed equivalent models – the hollow-tube and effective-medium models in our case.

EMXD supports geometrical symmetry planes rather than the more usual electrical and magnetic planes. Up to three orthogonal planes may be used to reduce the mesh size by a factor 8. It is thus a preferred choice when dealing with large meshes if symmetries can be identified.

The GMSH code for the monopole structures described in section II.C.2) allows the fully-parametric generation of arrays formed by any number of concentric hexagonal layers of aligned hollow tubes. It allows taking into account the symmetry planes for EMXD and
Booleans allow the choice of various options: open/closed tube tips, PML layers, shape of the air box, and, more importantly, equivalent bulk representation of the bundle. The code is not reproduced here as it is 1600 lines-long but a copy is available upon request.

EMXD now natively supports the definition of complex surface impedance – used for the hollow-tube model – and that of a 3D complex conductivity matrix. The numerical values need to be provided by an .exe file to EMXD when EMXD calls it. We reproduced the Fortran codes used to compile such a file in each case in Appendix 2.

II.C.1.2) Implementation in HFSS

Let us write $\varepsilon = \varepsilon' + j\varepsilon''$ and $\sigma = \sigma' + j\sigma''$ the anisotropic (matrices) bulk permittivity and conductivity respectively in the mesoscopic equivalent bulk material.

In HFSS, for a given material, the bulk conductivity $\sigma$ can be defined as anisotropic (diagonal matrix only) and frequency dependent. However it cannot be given complex values. Moreover relative permittivity is used: $\varepsilon_r = \frac{\varepsilon}{\varepsilon_0}$

Therefore we shall use the real part of the relative permittivity $\varepsilon'_r$ and either the loss tangent $\tan \delta_\varepsilon = \frac{\varepsilon'_r}{\varepsilon''_r}$ or the real part of the conductivity $\sigma'$. They can all be defined as anisotropic and frequency dependent.

A generally admitted definition for the complex permittivity is as follows:

$$\varepsilon = \varepsilon' + j\varepsilon'' = K\varepsilon_0 - j\frac{\sigma}{\omega}$$

(103)

Comparison of simulation results between EMXD – where there is no ambiguity on defining complex conductivity – and HFSS, as well as the fact that only conductivity or loss tangent can be defined at once (the other quantity being deduced from the one picked), confirmed that this is used in HFSS.

Hence,

$$\varepsilon = \left(K\varepsilon_0 + \frac{\sigma''}{\omega}\right) + j\left(-\frac{\sigma'}{\omega}\right)$$

(104)
and therefore

\[
\varepsilon'_r = \frac{\varepsilon' \varepsilon_0}{\varepsilon_0} = K + \frac{\sigma''}{\omega \varepsilon_0}
\]

For metallic SWCNTs, applying equation (65), we obtain:

\[
\varepsilon'_r = K - \frac{\sigma_{i\in n,0} D_{NT} u}{\omega \varepsilon_0 (1 + u^2)} = K - \frac{\sigma_{i\in n,0} D_{NT} \tau}{\varepsilon_0 (1 + u^2)}
\]

\[
\tan \delta_e = \frac{-\sigma'}{K \omega \varepsilon_0 + \sigma''} = \frac{-1}{u \left( \frac{\varepsilon_0 (1 + u^2)}{\sigma_{i\in n,0} D_{NT} \tau} - 1 \right)}
\]

II.C.2) Theoretical validation

II.C.2.1) Application to dipoles of bundled carbon nanotubes

We propose to validate the equivalence of the anisotropic bulk conductivity model with the surface conductivity on hollow tubes model. To do so we applied both models to a dipole antenna configuration and solved those using both HFSS and EMXD.

A systematic study was led for dipoles of bundles of SWCNTs arranged in concentric hexagonal layers with an equilateral triangle lattice (cf. Fig. 19). In order to avoid any inconsistency in mesh generation, the geometrical structure was parametrically coded. It
includes a Boolean allowing switching from the hollow-tubes structure to the equivalent bulk structure, defined as a bulk cylinder of hexagonal cross-section tangent to the external tubes. All mesh conditions being defined similarly, the mesh surrounding the dipole is practically the same for both models making the comparison relevant even if the simulation conditions were to be imperfect.

Finally, compensation techniques have been developed for the hollow-tubes model. Indeed, using FEM, circular tubes need to be approximated by facetted tubes. We have opted for hexagonal tubes which match the perimeter of circular tubes at 95% approximately and allow similar tube-to-tube spacing in all directions allowed by the hexagonal bundle. However the perimeter loss has to be compensated for, either by changing the surface impedance by the same factor or by changing the radius by the inverse factor to obtain 100% of the perimeter. This second option is only applicable if the tube-to-tube spacing and tube radius are not critical. We have shown that it is true for our model as long as the density is low enough. Our simulation results show these two correction techniques are equivalent in the investigated cases.

II.C.2.2) Supporting results

We first validated both approaches by simulating the high-frequency input impedance of single-CNT-arms dipoles (cf. Fig. 19) as solved by Hanson with the method of moments (MoM) [10]. Bulk and hollow single CNTs were simulated under both HFSS and EMXD. As reported Fig. 20, the results agree well with previous predictions. This will allow us to deal with less intuitive structures that cannot be solved through MoM.
Next, we work with the electromagnetically equivalent monopoles to cut the mesh complexity by a factor two – this also divides the input impedance of the antenna by two. The excitation is carried by a 50-ohm lumped port and is swept in frequency. Fig. 21 shows the reflection coefficient \(|S_{11}(f)|\) of the monopoles for 0 to 6 layers of CNTs (1 to 127 CNTs) in the case of 40 and 80μm-long SWCNTs. The dashed curves are the results from the hollow-tube model while the continuous ones correspond to the bulk model. As expected the two models return perfectly matched results both in terms of frequency and amplitude for all 13 configurations tested. This match is especially relevant as we work on resonant structures where the slightest change can be spotted easily. This is supported by Fig. 22, where we show how the correction techniques affect the results. For the two-layer 80μm-long configuration we also plotted a dotted curve corresponding to simulating distinct bulk nanowires with the corresponding conductivity. This also appears equivalent (Fig. 21), further supporting our approach by validating the intermediary step.

![Fig. 21](image)

**Fig. 21.** Reflection coefficient \(|S_{11}(f)|\) of the dipoles for 0 to 6 layers of CNTs (1 to 127 CNTs) in the case of 40 (a) and 80 (b) μm-long SWCNTs. The two models show excellent agreement for all 13 configurations although we are studying the very sensitive resonance of a monopole. The CNTs are spaced 8.12nm center-to-center and have a radius of 2.36nm.

Interestingly, as the number of CNTs in the bundle increases, the resonant frequency shifts towards higher frequencies. This is accurately predicted by both models and will be
treated in more details in section IV.A). This kind of effect has been observed at higher frequencies with the different approach developed in [19] for the special case of circular bundles.

Fig. 22. Sensitivity of the structure. Uncorrected (left-shifted curves) VS corrected hollow-tube model and bulk model. As little as 5% variation on the perimeter of the tubes shows a difference on the resonance, while the bulk model agrees to near perfection to the corrected model.

Another test was conducted and is presented Fig. 23. Bundles of the same external shape and size, made up from the same number of CNTs – and hence having the same $D_{\text{CNT}}$ and thus the same bulk equivalent – were simulated with CNTs of various radii – and thus different inter-tube spacing. The variations registered are in the order of the numerical error of the solver as can be seen on the two continuous curves which are two runs for the same bundle with different frequency calculation points. Therefore we can conclude that the nanostructure of the bundle does not affect the result, which validates our approach. Additionally, the near-field emission plots (Fig. 25) show almost no difference between the two models. In fact, the impact of the continuous medium approximation is only seen in the radial section of the bundle itself (Fig. 24). It is also interesting to note that skin effect appears in the bundle for both models (see color version online) which comforts our approach and is in agreement with previous predictions [98].

Fig. 23. Adaptation peak as a function of CNT radii with a bundle size kept constant ($L_{\text{cnt}}=80\text{um} \ N=3$). Changing the radius of the tubes by a factor two or three does not affect the resonance as long as the bundle global shape and size are maintained. This confirms that all these configurations can be modeled by the same bulk block.
II.C.2.3) Comparative performance

The proposed approach proved not only equivalent, but much more efficient than the hollow-tube model for CAD and simulation. Indeed the solving time and memory use are drastically reduced when using the bulk model. For instance, using two of the four emulated cores of an Intel Core i7 M620, simulating the structure and plotting the field for Fig. 25 at four different frequencies required nine minutes and approximately four hundred megabytes of RAM with the bulk model, seventeen times quicker and 5 times lighter than the 153 minutes and two gigabytes of RAM needed to solve it using hollow tubes. It also avoids producing singularities in the bundle, limits the dynamical range necessary to compute the field and reduces the overall complexity. Using the hollow-tube model, the 127 CNTs configuration exceeded the limits of computation on our laptop – two days for a few frequency points because of the use of swap memory – while the bulk model readily enables us to simulate billions of CNTs.

Fig. 24. Electric field magnitude at 120GHz in the cross section (normal to Z axis) of the bundle presented in Fig. 25. Top to bottom: base (metal plane), middle and tip of the bundle. Left: hollow-tube model. Right: bulk model. The scales are logarithmic and identical for tube/bulk comparison but different from top to bottom to stress the field variations in each case. Although the field distribution in the tubes and bulk bundle is different, a skin effect can be observed for both (the field is less intense at the core) and the resulting external fields are similar.
**II.C.2.4) Conclusion**

These simulations thus validate the equivalence of our approach to the hollow-tube model in the frequency range under consideration (below optical transition) and its relevance in addressing the applicability issues of the hollow-tube model in modern CAD software.

**II.C.3) Experimental retrofitting**

**II.C.3.1) Application to a microstructure from literature**

**II.C.3.1.1) Application to a microstructure**

In order to validate the practicality of our approach, we applied the proposed bulk model to a microstructure fabricated and characterized by Yang et al. [122]. In this reference, Yang models the CNTs as a simple resistance, incorporated as a cylinder with the corresponding resistivity.

We in turn, reproduced the fabricated structure in HFSS from their supplemental information. It is a simple coplanar waveguide (CPW) with the central line (signal line) cut by a twenty-micrometer gap to impede signal propagation. CNTs are then used to bridge the gap as a means to measure their characteristics. Fig. 27 presents our simulation results (complex S21 parameter) for the empty CPW, superimposed over theirs and the measurement data, as a conclusive check for initial match, without any CNT involved.

The next step was to insert the proposed bulk model in the simulation for the structure bridged with CNTs. A contact resistance exists when ohmic contact is established between...
CNTs and metal. To model this, where there is surface contact with the bundle, we insert a material of proper conductivity in the Pd-Au thin film constitutive of the signal electrodes (illustrated Fig. 26).

Fig. 26. Bridging the signal line with the CNT bulk model. The yellow boxes are the metallic electrodes. The purple box in the center is the CNT bulk. The red boxes at each end are the material with specific conductivity used to model the contact resistance. They are included in the electrodes and the direct contact of the bundle to the electrodes is only through them. All this lies on a silicon substrate (green).

Fig. 27. 20μm-gap coplanar waveguide structure, from Yang 2011 (cf. inset). Measured (solid lines) and simulated (dashed lines for our results, triangles and circles for Yang’s) phase and magnitude of the S21 transmission parameter from one side of the gap to the other for the empty structure. Here the model is not yet under test. The results show good agreement.

Regarding the bundle itself, we needed to use phenomenological constants adapted to the CNTs used by the experimenters – even more so that the tubes properties were different from the first series of sample to the second by a factor 4 approximately. Based on the resistivity tables provided [122], we retained $\gamma_0 = 2.7$ eV and $\tau = 6.97 \times 10^{-13}$ s for the single CNT and $\tau = 1.84 \times 10^{-13}$ s for the ten-CNT array. These values match the usual range for CNTs [17], [84]–[86].

From the same tables we deduced a contact resistance of 15.7kΩ for the single CNT and 80.2kΩ per tube for the ten-CNT array. This is in accordance with usual experimental values [11], [132], [133].
II.C.3.1.2) Results

Our simulation results match experimental data on both available configurations, as illustrated Fig. 28. As explained in [122] the peaks on experimental data are systematic error from the measurement apparatus and should therefore not appear with the simulated structure. The applicability and reliability of the model are thus confirmed.

To our knowledge, this is the first full EM simulation of a microstructure interacting with a semi-classical model of CNTs. The versatility of our approach and its combined use with CAD software should enable intelligent design of CNT based electronic devices.

Although these are encouraging results that the CNT model we based our work on would be true, higher frequency measurement and careful design will be necessary to find a measurable resonance due to the CNT properties. Measurements of kinetic inductance realized on single CNTs [9], [115] show us that it may be possible.
II.C.3.2) DEP samples

Gold coplanar waveguide lines with an optimized gap were designed on a high resistivity silicon substrate. The gap was bridged with SWCNTs aligned by dielectrophoresis (DEP) with the help of Hong Li and Chin Chong Yap (cf. Fig. 29). The samples were then measured with CPW Infinity probes connected to a Vector Network Analyzer on a Cascade Microtech probe station after TRL calibration.

Fig. 29. From left to right: Layout of the simulated and fabricated structure; S21 parameter measured and fitted for different number of CNTs and contact resistances from 1 to 20GHz; SEM images of the CNT bridged gap of a few samples.

The bulk model was used to retrofit the curves with different values of the contact resistance (implemented as the conductivity of the red blocks on Fig. 29) and number of CNTs in the block of CNT bulk (purple). Distinguishing the exact number of CNTs participating in the conduction for these samples was rendered arduous by the bundling of CNTs in ropes.

To help the user analyze the images, a Matlab code was written to enhance the SEM images by post-processing. Options include thresholding, rescaling of gray values and adding artificial colors to artificially extend the dynamics in the image. The code is reported in Appendix 3.
II.C.3.3) Toppled-CNT samples

Waileong Chow fabricated samples of toppled CNT arrays bridging a CPW gap as shown on Fig. 30. The retrofitting was done with circuit model to save calculation time. Additional verifications were done using the bulk EM model for CNTs. Although retrofitting could also be done using this technique, it makes more sense in terms of required calculations to perform it using a circuit model. However, full-wave simulation allowed us to verify that some assumptions made for the circuit model were correct such as the depth of the layer participating in the conduction (cf. Fig. 31).

Fig. 30. Wai Leong Chow’s fabrication process flow and fabricated structure; right: (a) as-grown vertically aligned CNT film, (b) horizontally aligned CNT film, (c) plasma-etching-patterned horizontally aligned CNT film, and (d) GSG electrodes formed on patterned horizontally aligned CNT film; left: SEM image of the fabricated horizontal CNT film contacted by GSG electrodes.

II.D) Conclusion on simulation techniques

In this chapter we have exposed a practical approach to modeling large quantities of nano-objects and their integration in micro and nanoelectronic devices at frequencies ranging up to few THz. We have applied this method to find a general form of the proposed anisotropic bulk model. Then we have derived a model for SWCNTs.
This model readily solves most of the problems encountered in CNT simulation and has been implemented in two different simulation solutions. 3D full-wave simulation of up to 127 CNTs has been conducted and proved the equivalence of the model to the more rigorous one it is derived from. These numerical results account for most effects and have been validated by comparison with MoM calculations found in literature.

Finally, the efficiency and practicality of the approach has been proven by the full 3D EM simulation of a microstructure comprising of CNTs as realized and measured experimentally. This new approach to modeling nanotubes and nanowires therefore enables the systematic computer assisted design and performance prediction of high-frequency components and devices based on these novel materials and their composites in commonly used and commercially available simulation solutions.

Although our newly derived bulk approach is the most versatile for RF devices design, it and the pre-existing CNT simulation methods offer various levels of validity range, precision, versatility and performance – as summarized in Table 3. These techniques should be seen as complementary rather than competing. Each is better suited to a certain type of application. The color coding outlines the desired characteristics for our application. To evaluate the performance in terms of computation, we rely on typical calculations for each application.

Table 3. Comparison of techniques of EM simulation of CNTs for antenna design and simulation

<table>
<thead>
<tr>
<th>Technique</th>
<th>Validity range</th>
<th>Model precision</th>
<th>Versatility</th>
<th>Computational cost</th>
<th>Limitations</th>
<th>Recommended for</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuit</td>
<td>Below transition, SWCNTs and MWCNTs</td>
<td>Approximative values for components</td>
<td>Need to derive for each structure.</td>
<td>Laptop, quasi instant</td>
<td>No radiation, ideal excitation</td>
<td>Ideal simple structures with arrays: transmission lines, monopoles</td>
</tr>
<tr>
<td>Bulk</td>
<td>Below transition, SWCNTs, adaptable to above transition, Semi-classical + Maxwell</td>
<td>Use any EM solver+3D modeler. Draw a block and assign the appropriate</td>
<td>Laptop/Desktop, rather low memory usage and fast calculation. 1 freq point:</td>
<td>Cannot model nanoshape related effects (field-emission?)</td>
<td>Arrays of CNTs, CNT-based microelectronics and antennas</td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Material</td>
<td>Time</td>
<td>Size of the Structure</td>
<td>Notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hollow-tube</td>
<td>Idem</td>
<td>Idem but tedious for multiple CNTs. Issue with multiple scales (but IE-FEM in HFSS 15 could help).</td>
<td>Laptop/server, high memory usage for each extra CNT. 37 CNTs, 1 freq. point: 38min, 1CPU, 2GB</td>
<td>Size of the structure to validate effective medium assumption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined EM-QM</td>
<td>Small atomic structure + classical surrounding</td>
<td>Schrödinger/Maxwell</td>
<td>Need to develop own simulation tool.</td>
<td>Uncommunicated but judged high-cost [81], [82]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIESTA (based on DFT)</td>
<td>Any small atomic structure but DC although possible techniques for AC</td>
<td>Schrödinger</td>
<td>Code atomic structure. Issue with multiple scales.</td>
<td>Heavy calculation on server (hours on tens of CPUs)</td>
<td>Few-CNT structures at DC, contact resistance, tunneling</td>
<td></td>
</tr>
<tr>
<td>TDDFT</td>
<td>Any small atomic structure</td>
<td>Idem</td>
<td>Idem</td>
<td>Extremely heavy</td>
<td>Idem but frequency dependent</td>
<td></td>
</tr>
</tbody>
</table>

Most of the time, the best approach will be to combine the simulation methods. For instance, to include effects that cannot be fully analytically studied and implemented in our approach like specific contact configurations, a DFT study of the influence of a few parameters can be done then implemented accordingly.

I did not work on the DFT method myself but collaborated with Tianqi DENG, a doctoral student in the group of Professor Haibin SU, Division of Materials Science in NTU. The goal was for him to study the influence of certain properties of the CNT-metal and CNT-CNT contacts which may require quantum treatment. I would then implement this as a specific material at contacts in FEM simulation – as I have done with the simplified case of Landau-Büttiker contact resistance [92], used in [8] by P.J. Burke, or by fitting with empirical values (cf. section II.C.3)). A typical system calculated using SIESTA/TranSIESTA [73],
[75], with one 2-nm-long CNT – too short for antennas but long enough for a QM contact modeling – between two gold leads takes 3~4 hours for one I-V point with 24 CPUs in NTU’s HPC. The required memory per CPU is around 1GB – this being largely dependent on the number of atoms and the desired accuracy. In contrast, using conclusions drawn from the SIESTA simulation, millions of CNTs long of tens of micrometers placed in a microstructure can then be simulated in matter of minutes on a simple laptop with the bulk approach.

Another example would be the process flow presented in Fig. 32 for the design of a CNT-based antenna using the original hollow-tube model, the bulk model and the circuit model. We have just covered the two first steps of this scheme and will follow the rest of the steps in III.D) to design electrically-short antennas made from SWCNTs. Indeed, the results produced to validate our approach show that a CNT-based antenna resonance needs to be tailored and we will need to systematize our study to draw design rules and trade-offs.

![Multi-model antenna design process flow](image-url)

**Fig. 32.** Multi-model antenna design process flow.
Chapter III) Development of CNT-based electronics fabrication techniques

CNT-based RF devices are still in their prime age and most of the most advanced fabrication techniques each appear to be shared amongst but a few research groups. Indeed instructions and recipes are often published slightly incomplete. Additionally, the sensitivity of CNT-based electronic devices and antennas on the variations of the nature of the CNTs is drastically more stringent than for earlier works on polymer reinforcement or where MWCNTs are used for simple metallic properties or for their high aspect ratio as field-emitters.

Investigating, reproducing and adapting published fabrication techniques is therefore a necessary step to find the suitable material for our application and understand the real underlying technical challenges and opportunities.

We specifically will address the need highlighted by the lower cut-off frequency in the Drude conductivity of CNTs to produce high-quality straight CNTs to enhance the plasmon lifetime. To this end lattice-aligned CNT growth needed to be developed in CINTRA; on top of the increased fabrication and characterization possibilities, when comparing reported values or checking some of the most significant advances in CNT electronics recently [1], [3], this process appears to be the most adapted for high-quality SWCNTs. Vertical arrays and their derivatives remain an interesting proven option for electromagnetic devices although they have mostly been used for their anisotropy and metallic properties (e.g. [134]).

We start by reviewing some conventional fabrication techniques in the scope of CNT-based devices then expose the CNT growth and deposition techniques we developed and used in CINTRA.

III.A) Conventional fabrication techniques

A number of conventional techniques have been studied and mastered with the help and training of the team, colleagues and staff in CINTRA/NTU EEE. This technical experience was an invaluable asset to conceive the advanced designs presented in Chapter
The use of these techniques has been explored and tested for various structures integrating CNTs.

III.A.1) Patterning

In our application, patterning techniques are essential for the fabrication of devices following initial designs. The two main features to pattern are the CNTs or their catalyst and the electrodes. The process order determines whether some techniques are applicable or not. For instance, once vertical CNT arrays have been grown they will get denser if submersed in a solution (see e.g. [135]) due to capillary forces. This is inconvenient for structures like the monopole antennas described in section IV.D). Therefore any wet process should be conducted before growth in this case. However for interconnects, dense bundles can be preferred and then, as in the toppled CNT structures described in section II.C.3.3), solvent will be used to make the CNT walls denser and topple them.

III.A.1.1) Selective-masking-based techniques

III.A.1.1.1) Photolithography

Photolithography is a patterning technique based on light-induced chemical differentiation of a polymer – the resist. The resist areas exposed to UV light are easily washed away with the developer (a solvent) contrarily to the unexposed ones – or inversely depending on the use of a positive or negative resist. An optical mask is used for patterning. It is fabricated by direct laser lithography on special metal-covered glass plates. The design is created with CAD software and exported to .gds or a similar file type. The technique is easily scalable. The equipment used is a mask aligner which integrates a UV lamp, a mask holder and a sample holder with relative XYZ tilt motion and two microscopes allowing precise alignment of the patterns on the sample which can be essential for a multistep process.

The theoretical optical resolution limit (diameter of the smallest point resolved) is $2.44\lambda N$. This is 1\(\mu\)m for \(\lambda=370\text{nm}\) and \(N=1.1\). Achievable resolution limit on our equipment is indeed approximately 1\(\mu\)m. The resolution limit of the mask fabrication facility in NTU is 2\(\mu\)m however but 1-\(\mu\)m-resolution masks can be fabricated by outsourcing. The resolution also depends on the resist and the recipe used. The development is usually done with an approximate time using visual clues. Indeed, unmonitored variations in the mask aligner’s UV lamp intensity lead to variations in the process while the unreacted developer concentration in
solution decreases when developing a few samples in a row. Non-transparent substrates such as Si-SiO2 are more convenient because color changes arise (from green to pink) which are easier to note than slight transmission variations in the case of quartz and resist which both appear uncolored transparent.

Fig. 33. Two photolithography processes.

The resist we use is AZ-5214. It is very special in that it is a reversible resist – it can be used both as a positive or negative resist depending on the recipe. In the case of electrodes fabrication and catalyst line patterning, we usually use bright-field masks with negative photolithography. For the catalyst experiments described in the next section both negative and positive recipes were used: negative for classical deposition of metal or other catalyst and positive for the direct fabrication of catalyst lines made of enriched resist. Both processes are exposed on Fig. 33. The experimental details can be found in Appendix 5.

III.A.1.1.2) Shadow mask

Shadow masking simply consists in protecting some parts of the sample by affixing a physical mask onto the sample before depositing a new layer by projection (e-beam deposition, spray...). When the mask is removed the pattern is formed. In CINTRA, the supplier we use offers down to 50-µm resolution on 200-µm-thick metal masks. One
additional constraint, as compared with photolithography, is the mechanical connection of all parts which makes it unsuitable for CPW structures where the central conductor would have to be manually aligned with respect to the ground unless the mechanical connection is made on a part that can be later removed for instance using gold etchant or cutting the substrate. Shadow masks with much higher precision (equivalent to photolithography or e-beam lithography) can be obtained by using a better laser cutting tool or advanced processes such as a silicon mask with KOH defined thin membrane which is then patterned by resist-based lithography followed by Reactive Ion Etching (RIE) to open the windows.

III.A.1.1.3) Polystyrene beads

Polystyrene (PS) beads could be used to define an array comprising large numbers of vertical CNT bundles with radius smaller than the photolithography resolution limit or a bundle/array of low density thanks to the nanostructure of its cross section. On Fig. 34 we show the typical arrangement of the PS balls after deposition. The shape of the interspaces is defined as a three-pointed star and they form circles with the neighbor interspaces which should yield a high robustness for high aspect ratio structures as we want to achieve for vertical monopoles. The density can be tuned through the radius \( r \) of the PS balls deposited; many sizes can be bought ranging from 100nm to micrometers. However the spacing cannot be controlled independently of the size.

![Fig. 34. Polystyrene (PS) balls of uniform radius \( r \) can be deposited as a dense monolayer film where they arrange with maximal density in a periodic diamond structure as illustrated here. The area delimited by green lines is not covered and a metal catalyst can then be deposited. SEM image courtesy of Aliénor Togonal (CINTRA).](image.png)
Alternatively, the beads can serve as a mask for the deposition of a sacrificial layer before removing them and uniformly depositing a metal film. Then by attacking the sacrificial layer, metal would be left only in the disks. In this case spacing and radius of the bundles can be controlled separately. Indeed the center-to-center spacing will be defined by the original radius of the PS balls deposited. However, the balls radius can be reduced by RIE while retaining their original lattice position which would define the eventual radius of the catalyst disks created.

III.A.1.2) Direct writing

III.A.1.2.1) Inkjet

Inkjet printing is a versatile and cheap fabrication method for electronics. It can be used on a variety of substrates including flexible ones (paper, kapton). Interesting concepts have been demonstrated in Manos Tentzeris’ group [54], [136], [137]. Recent results include the demonstration of building blocks for phased-array antennas [138], [139].

In CINTRA/NTU EEE a research-purpose inkjet printer can be accessed and offers full control over most printing parameters such as the nozzles used in the cartridge, heating capability for the substrate and the ink or debit control. Lowest reproducible resolutions achieved on metal electrodes are around 25µm while custom-made nozzles and wettability studies could allow further refinement. The potential printable materials are unlimited, especially for metals which can be prepared as nanoparticles in solutions then thermally cured after deposition. The number of validated inks sourced in CINTRA is currently limited to two: Sébastien Pacchini who took charge of the equipment uses silver ink (0.5 – 2.10^6 S/m) and a DWCNT ink from CIRIMAT (CNRS, Bordeaux).

In an effort to fabricate samples to characterize photocurrent in CNTs, we printed microstrip line gaps compatible with a time-domain spectroscopy characterization setup in Cesare Soci’s laboratory. The electrodes are made of silver ink and the CNTs from the DWCNT solution from CIRIMAT. Because these could be more suitable for photocurrent CNT inks were also prepared from high-purity semiconducting SWCNTs from NanoIntegris using ethylene glycol then dimethylformamide (DMF) as solvent. These sc-SWCNTs were bought as a flake of condensed short CNTs. A piece of the chip was weighed then put in the solvent. Probe sonication at full power was applied to the ink without any other addition of
surfactant to preserve the electronic properties of the CNTs. However the obtained suspension is not very stable because the CNTs get entangled one with another. After being stored for a while the CNTs aggregate forming a black cloud in solution. Initial tests on printing were inconclusive as too few CNTs were deposited to form a film.

To remedy to this a shortening of (SW)CNTs can be achieved by chemical cutting using a mixture of sulfuric and nitric acid at low temperature as reported in [140] and done at CIRIMAT. This reduces the bundling of SWCNTs in ropes and hence allows an easier dispersion in solvents into a stable solution. It prevents nozzle obstruction, these having 20μm-wide openings. However the CNT films rely on intertube tunneling for transmission over distances longer than the CNTs themselves. In this case, the shorter cut CNTs make the film they form less conductive than uncut CNTs deposited with the same density. This is further illustrated in the description of the spray technique that we used with our CNT inks because the nozzle size was better adapted.

III.A.1.2.2) Laser writing

Laser writing and cutting can be used in the fabrication of a variety of structures. In particular the photolithography mask is fabricated by laser ablation of metal in the desired sections of a metal-covered glass plate. The shadow masks are realized by laser cutting. The 50-μm resolution limit is certainly due to the aspect ratio of the slits and the non-optimal laser cutting process. 100-μm-thick metal masks exist while ultra-fast (femtosecond) laser cutting would prevent laser energy dissipation through heat and therefore improve the cut quality.

Lasers can also be used to selectively remove CNTs. Here again, the faster the laser the better the cutting. Interesting examples of CNT structures realized by laser ablation of CNTs then densification by capillarity can be found in [135].

III.A.1.2.3) Electron-beam lithography

Electron-beam (e-beam) lithography is often used to realize CNT FETs because it allows finer resolution than commonly available photolithography thanks to the much shorter electron wavelength. It also has the advantage of being a direct-writing technique. Designs can thus be edited almost on the spot which allows rapid prototyping. Although the technique is not viable on an industrial scale, advanced industrial mask aligners allow the fabrication of similar resolutions by the much more productive photolithography.
It uses a photoresist – most often PMMA. Exposure is realized using an electron beam scanned in XY. In NTU, we have access to two different e-beam writers. One is in the Cleanroom 2 in EEE while the other is in a normal lab in SPMS and managed by Prof. Cesare Soci’s group. Resolutions down to 15-100nm can be achieved. However the writing area needs to be relatively small because the exposure scan is a long procedure. An additional constraint is the thickness of metal that can be deposited in the windows thus opened. Indeed, for frequencies of a few tens of gigahertz, the skin depth is in order of 1μm and it is difficult to achieve such metallization thicknesses in slots ten times thinner. Usually PMMA is used in thinner layers than AZ is for photolithography. The resolution is also limited by electron diffusion if the resist is thick. Therefore we have preferred to avoid using this technique. If such resolutions were necessary in specific parts of a design, e-beam lithography could be coupled to photolithography to create larger patterns with the latter completed with finer patterns from the former.

III.A.1.3) Stamping

Microcontact printing technique is an application of PDMS soft lithography. This is a straightforward method to fabricate micro/nanostructured surfaces in a scalable way and is roll-to-roll compatible. In this method, a master of PDMS (polydimethylsiloxane) is used as a stamp to print some patterns on the surface of a substrate. An ink (such as CNTs, metal ions in solution, polymers but also proteins, reagents, cells…) is first poured over the surface of the stamp of PDMS. Once coated with a thin layer of ink, the stamp is pressed on the surface of the substrate creating a conformal contact. The ink is then transferred from the stamp to the substrate where direct contact is applied, leaving behind a pattern on the surface of the sample.

Adapting from the already demonstrated transfer technique [141], [142], a PDMS stamp could be patterned with parallel strips to transfer aligned CVD grown CNTs in strips of a desired width. If the length was controlled by catalyst spacing and growth time then the strips would be fully defined. Another technique is to pattern the CNT catalyst by microcontact as reported in [143].
III.A.2) Deposition and coating

Techniques to deposit the various materials in the patterned zones are the next technological step. For metals the three most common techniques are evaporation, sputtering and electroplating. For photoresist and other viscous solutions (e.g. conductive polymers) the usual technique is spin-coating. For CNTs or nanocatalysts in non-viscous solution a few different techniques may be used. Here we review these techniques and their advantages, disadvantages and usefulness in the fabrication of our prototypes.

III.A.2.1) E-beam evaporation and sputtering

The electron-beam (e-beam) evaporation process is a common deposition tool used to coat one side of a sample with a large variety of metals such as gold, nickel, platinum, aluminum, chrome or copper. The sample needs to be loaded in a chamber pumped down to a very low pressure (typically $10^{-6}$-$10^{-5}$ mbar), critical for the electron beam to be sustained. The electron beam is produced by applying a large bias to a heated filament. Several bending magnets are then used to focus and direct the electron beam onto the crucible containing the target metal pellets. The metal heats up and begins to evaporate. A shutter is placed between the sample and the crucible to prevent uncontrolled deposition on the sample during transition phases. Once the desired rate is attained, the shutter is opened, and the surface of the sample is exposed to the evaporating metal. The metal forms a solid layer on the substrate as it touches the surface. A sensor inside the chamber – typically a quartz crystal vibrator exposed to the metal vapor – is used to monitor the deposition rate. Once the deposition is complete, the shutter is closed and the chamber is brought back to atmospheric pressure.

Sputtering deposition is another popular physical vapor deposition technique. In this process, atoms or molecules are ejected from a target material by bombardment with high-energy ions generated inside a plasma. The sample is placed in the path of these ejected particles. The ejected atoms or molecules then condense on the surface of the substrate to form a thin film. One advantage of sputtering deposition is that, being a plasma-based process, it does not require a high vacuum like electron-beam deposition does. However the control over the deposited thickness and the adhesion of the deposited layer may not be as good as that of an e-beam.
E-beam and sputtering evaporation are therefore used alternatively depending on the desired surface quality and deposition rate. 1-to-2-micrometer-thick metal layers as required for RF electronics below 40GHz to prevent skin-effect in good conductors usually require a process time of at least half-a-day. They are also difficult to pattern by photolithography and lift off because their thickness is in the order of that of the photoresist leaving little to no space for the acetone to pass through to the resist and wash it away.

III.A.2.2) Electroplating

Electroplating provides a more effective but less precise way of achieving thick metallization. It allows coating metals on conductive surfaces. For good dielectric substrates such as those used in RF electronics to reduce losses, pre-patterning and thin metal deposition are thus necessary. One additional constraint is that electrical contact needs to be made to any part of the pattern to be coated. Because this is a solution process the contact is usually macroscopic using manually positioned tweezers. This requires the addition in the design of macroscopic pads connected to all parts to be coated and therefore ideally removable.

Electroplating is an electrochemical process – the reversal of the reaction used in batteries. A current is applied between an anode and a cathode in electrolyte solution leading to the attraction of positively charged metallic ions to the cathode where they are reduced by electrons and thus coat the electrode or the sample acting as such. The metallic ions can be simply produced by oxidizing the anode if it is made of the desired metal. Another technique is to use an inert anode and an electrolyte of the desired metal as the solution.

The deposition rate can be controlled by the current and advanced current functions could help improve the otherwise imperfect metal thickness uniformity. However this technique is not suitable for the fabrication of our high-frequency CNT-based antennas. The surface quality of the electrodes in our application is very important for a good vertical CNT growth and at high frequencies where the skin depth comes into play and large roughness at the surface affects the conductivity.

III.A.2.3) Spin-coating

Spin-coating is a very easy and popular method to deposit uniform thin layers of organic materials on the surface of a planar substrate. Short process time and low equipment cost are the main advantages of this technique. We mostly used it for photoresist and modified
photoresist deposition in our experiments. The process is based on the high speed spinning of the substrate to stretch the coating material by centrifugal force. In a first step, the polymer is dispensed onto the surface of the substrate. Then the resin is spread by the spin acceleration followed by spinning at a plateau speed. The thickness of the layer is determined by both the properties of the resin (viscosity, drying rate, surface tension, solid content, wettability) and the spinning conditions (speed, acceleration).

III.A.2.4) Spray coating

A spray gun, or air brush, may be used to coat CNTs (e.g. [144], [145]) onto a substrate. Usually the substrate will be heated around the ebullition temperature of the solvent to guarantee uniform deposition by preventing the coffee-ring effect whereby particles in a solution migrate to the edges of a droplet.

III.A.3) Etching

III.A.3.1) Wet etching

Wet etching is performed by dipping the sample in the appropriate etchant solution – or simply by applying the latter on the former.

Common processes that were investigated and are in use in CINTRA/NTU EEE include KOH etching of silicon wafers (cf. Appendix 8), FeCl₃ etching of copper foils for the recuperation of CVD graphene (after protecting one side with PMMA and proceeding to a dry etch of the graphene grown on the other side to prevent the doubling of graphene layers due to the growth on both sides of the copper foil), HF etch of silicon dioxide and fabrication of silicon nanowires by metal-catalyzed electroless etching (MCEE).

Fig. 35. SEM images of MWCNT grown on (a) slot-type (b) patch-type antenna. Inset of (a) is the enlarged view of the area in the red circle, showing typical growth height of 100 – 150 µm. Samples fabricated by Hong Li and Wai Leong Chow
As part of a series of tests conducted by Hong Li, gold etchant (a mixture of iodine and potassium iodide in water) was used to etch the gold patch of CPW patch antennas before replacing it by CNTs grown by CVD by Wai Leong Chow such as that in Fig. 35 b).

### III.A.3.2) Dry etching

Dry etching can be performed using a plasma. This is also called reactive ion etching (RIE). O₂ is typically used to etch resist and polymers. It can also be used to etch CNTs.

### III.B) CVD growth of CNTs

In this part we elaborate on the CVD growth processes developed in parallel with the antenna designs exposed in sections IV.B) and IV.D).

### III.B.1) Equipment

As explained in introduction (section I.B)) there are several CNT production methods. In our application one of the best solutions is to grow CNTs directly on the sample using Chemical Vapor Deposition (CVD).

![Fig. 36. CVD systems in NEL2, School of EEE, NTU](image)
There are three main CNT growth facilities available in CINTRA/NTU through the groups of Prof. Beng Kang Tay and Prof. Qing Zhang. They are situated in the NanoElectronics Laboratory 2 (NEL2) in NTU EEE, as shown on Fig. 36. These are, from left to right, a commercial PE/T-CVD system, the Aixtron BlackMagic II®, and two home-made quartz tube thermal CVD systems (TCVD2 and TCVD3).

III.B.1.1) Aixtron BlackMagic II

The BlackMagic II® is a commercial research-purpose reactor distributed by Aixtron and dedicated to the growth of vertical arrays of CNTs. It can grow CNTs in thermal (T) and plasma-enhance (PE) CVD mode and uses an overhead shower to distribute the gas uniformly over the area of its interchangeable 1 inch square and 2 inch round heaters. Bottom and top heater configuration can be adopted with ramp rates up to 1000°C/minute and a maximum temperature of 1000°C. The system mass flow controllers (MFCs) are piloted by computer and so is the heater which allows a fully automated operation of the recipe.

The system is sold as having very reproducible growth and it does its part by reproducing the recipe identically. However, variations in catalyst quality or adjustments to the setup can severely affect the CNT growth and fine tuning is required after this kind of changes.

III.B.1.2) TCVD systems

The TCVD systems rely on a Lindberg/Blue M Mini-Mite tube furnace capable of temperatures up to 1100°C and operated by a programmable microcontroller. A variety of MFCs are installed and connected to a manual control panel, allowing control over the gas mixture. These are relatively cheap systems to build. The furnace costs around USD2000-2500, the MFCs have limited price and are a common piece of equipment that can be recuperated from discarded systems and the only additional cost is simple metal piping and the quartz tubes.

TCVD2 is equipped with a bubbler which enables the use of solution-based catalysts or carbon precursors as illustrated Fig. 37. The gas flow through the system is illustrated Fig. 38 with the corresponding controls. Gas tanks are stored in a bunker outside of the laboratory and all the gas inlets main taps are centralized in a control panel. Once the appropriate taps have been opened the gas recipe is controlled on the selected system. The exhaust can be
connected to an ambient pressure exhaust or to a pump to operate the system under low-pressure or vacuum.

![Carrier gas](image)

**Fig. 37. Bubbler functioning principle**

Because the flow may get reversed in the pipes and cause contamination, it is important to successively open the gas taps from the source down to the exhaust. Additionally, caution should be exerted not to create excessive pressure in the system, especially in the quartz tube. The heavy and potentially hot metallic connecting parts can fly off in such a case. To remediate to most mistakes, a general solution is to close down the primary taps and pump down the lines then flow the appropriate gases again. To prevent contamination from previous experiments, a neutral gas such as N\(_2\) or Ar may be used to flush the system.

![TCVD gas flow](image)

**Fig. 38. TCVD gas flow**
III.B.2) Growth recipe

The main elements in CNT CVD growth are a carbon feedstock a process to dissociate the carbon feedstock into carbon atoms and a metallic catalyst to adsorb the carbon into carbon nanotubes. Many types of carbon feedstock can be used from gases (CH₄, C₂H₂) to liquids (ethanol, methanol [146]) or even including pieces of grocery plastic bags [147]. Dissociation is mostly initiated by heat with the standard TCVD where the whole furnace is heated up to temperatures between 800 and 1000°C but also other lower global temperature techniques with localized heating such as RF-plasma based PE-CVD, or top heating based on infrared lamps and laser-excited plasmons [148]–[152] or joule heating. The demonstrated catalysts are mostly metals [153]–[157] with a preference for iron (Fe) and copper (Cu) for SWCNTs and nickel (Ni) for MWCNTs.

III.B.2.1) PE- and TCVD growth of vertical arrays

This growth of vertical arrays can be performed on a variety of substrates including the two we focused on, silicon (usually with a thin layer of oxide) and quartz. Growth on metallization can be performed with an appropriate buffer layer to prevent diffusion in the catalyst but is usually more challenging. Although I was trained on the Aixtron Black Magic system, most growth of vertical arrays for this PhD work was conducted by Chin Chong Yap, Wai Leong Chow and Dunlin Tan as part of the NTU team project Nano Antenna Array. The carbon feedstock used during the growth is C₂H₂ at 150sccm and the growth is conducted at 625°C both parameter having been empirically optimized in a first time.

III.B.2.2) Ethanol TCVD growth of aligned CNTs

This type of growth uses the lattice of the substrate to grow monolayer horizontally-aligned CNTs. It is developed for ST-cut quartz substrate although certain materials such as sapphire have a similar crystal lattice. The CNTs thus produced can however be transferred after growth to a number of substrates.

I fully developed the process and recipe based on available equipment and literature and ran the several initial growths reported here. The starting point was adapting from the recipe reported in [158], [159] and advice from one of the two main authors, Xiehong Cao (under Prof. Freddy Boey and Prof. Hua Zhang), on cutting the quartz.
Ethanol CVD is performed in the TCVD2 quartz tube reactor with bubbler and normal system exhaust (no pump). The system is consistently flushed before each growth process to prevent contamination from other experiments that are run with it. A large flow (1000-2000sccm) of neutral gas (nitrogen (N\textsubscript{2}) or argon (Ar)) is passed through the piping without the quartz tube. The tube is then centered in the furnace. The samples are inserted in the middle of the tube on a sample holder – typically a piece of silicon wafer cut to the appropriate dimensions. The quartz tube is then connected between the gas mixer output and the exhaust. The sytem is flushed once more before initiating the growth process.

There are five main steps in the growth process, as depicted Fig. 39. Under 1000sccm Ar, temperature is quickly ramped-up from 25 to 850°C in TM1. This is followed by a slower ramp-up from 850 to 900°C under 200sccm Ar in TM2 to avoid temperature oscillations when reaching the set temperature plateau and a plateau at 900°C for TM3.1 (2min). The next step is an annealing at 900°C for TM3.2 (20min) under 50sccm Ar and 100sccm hydrogen (H\textsubscript{2}). The gas mixture is then changed to 80sccm Ar and 40sccm H\textsubscript{2} and passed through a bubbler filled with ethanol as the carbon feedstock for CNT growth for TM4. The Ar is used as carrier gas while the H\textsubscript{2} ensures the quality of the CNTs by attacking amorphous carbon and imperfect shells and removing them as C\textsubscript{x}H\textsubscript{y}. At the end of the growth time the samples are cooled down under 1000sccm Ar in TM5.

![Ethanol CVD steps.](image)

There are a few points to note about this process. Firstly, depending on the desired cooling rate, opening the furnace and/or ventilating the quartz tube may be required. In our
case, the temperature drops well down to 5-600°C before doing so. Secondly, single-crystal quartz undergoes a phase transformation from alpha quartz to beta quartz at 573°C. This phase transformation needs to be passed at relatively slow heating/cooling rate to prevent fracture for large substrates [142]. This does not affect the growth step of the recipe. It should also be noted that for the minimal set flow rate, 120sccm, in a 1.9-centimeter-diameter tube, the gas flows at 7mm/s at ambient pressure. The flow is thus unidirectional without the pump. Pumping down allows low-pressure growth with possible advantages on the CNT quality but the risk to rarefy the CNT precursors too much for proper growth. Finally, notes on the different runs of the process are reported in Table 10 in Appendix 6. It can be noted that there were variations on the atmosphere used for the flush, ramp-up and cool-down steps as the machine evolved but – because these are neutral phases of the process – the changes apparently did not affect the resulting growth. The last run, E0.09, inaugurated a quite successful step of pre-annealing in air at 700°C which allows burning away any resist left from the photolithography patterning of the catalyst before proceeding to the normal annealing and growth. The Raman spectrum was taken in several points of the substrate for samples extracted from the runs E0.02 to E0.05 which served for device fabrication. The corresponding recipes can be found in Appendix 6 and some of the Raman spectra and an explanation of Raman spectroscopy applied to the characterization of CNTs are reported in section V.B.1.1). It consistently shows a high $I_G/I_D$ such that the defect peak is often below the noise threshold on the horizontal CNTs. On the scratch catalyst zones the D peak is more pronounced but $I_G/I_D$ is still large.

III.B.3) Catalyst study

We investigated various types of catalyst to try to simplify the process and make it cheap and independent of equipment. Indeed the availability of e-beam deposited iron was scarce because iron is only accepted in one or two e-beam evaporators due to oxidation problems. Furthermore the thickness required (1nm) is at the precision limit of the equipment and large variations in thickness and quality can be expected which was a serious issue for the repeatability of vertical CNT growth. We also lead a study on the spacing of catalyst to control CNT density. All the results and SEM pictures that follow are extracted from the same ethanol CVD growth run E0.09 (cf. Appendix 6). This makes them directly comparable. It also validates the versatility of the growth recipe which, without tuning, grows dense horizontal CNT arrays from most catalysts.
III.B.3.1) Scratch catalyst

We first adopted the simplest and cheapest technique that could be found, described in [158], [159], which consists in scratching the substrate with a metallic object. Quartz is harder than metals and small particles deposit while scratching. Scratching with a diamond pen did not return any growth. Scratching with a staple was one of the best growths we obtained although feather knife and needles worked rather well. A reproducible grip on the staple was obtained using a feather knife holder. Scratches were done hand-held and systematically led to CNT growth. A way to systematize the scratching is to use a micromanipulator [158]. We also designed a setup for reproducible parallel scratch lines using a saw laterally as illustrated Fig. 40. The teeth produce equally spaced parallel scratches. The saw can be shifted longitudinally in the air using a microstage then pressed on the sample again before it is laterally shifted to produce additional sets of scratches at a chosen spacing. The use of a commercial CSEM Micro Scratch-Tester was investigated because it seemed the only appropriate way to systematize scratch catalyst. It includes a motorized XYZ platform under an optical microscope with a proper sample holder, and would allow monitored variations of speed and pressure in scratching. However it was not possible to change its diamond tip for a metal one at that time.

Fig. 40. Saw scratcher.
III.B.3.2) Solution-based catalyst

Solution-based catalyst was investigated as another option for cheap catalyst deposition. Fabrication of well separated copper catalyst nanoparticles was reported by L. Ding using PS-PVP [160] in Jie Liu’s group. An alternative developed by W. Zhou in Peter Burke’s group [143] was to use photoresist as the embedding polymer to directly pattern this layer.

Fig. 41. SEM images of a CNT growth from photolithography patterned AZ+Fe catalyst lines. From 20000x (top images) to 50x (bottom right).
We opted for the latter technique and tried to use FeCl$_3$ dispersed in the photoresist used in NTU (different from the reported Shipley 1827) to produce well separated iron catalysts. A solution of FeCl$_3$ in IPA at 5mM was prepared. It was mixed to AZ5214 photoresist to prepare samples with 5 variations of concentration (IPA-Fe:AZ at 1:1, 1:2, 1:3 and 5mM of FeCl$_3$ directly in photoresist and half this), each repeated twice in a batch. Two batches were prepared by positive photolithography of 5-µm-wide lines of catalyst. All were patterned successfully. However the lines chosen as pattern had too high aspect ratio and would often detach from the substrate and float in the developer solution. Thicker or shorter lines would remedy to this issue.

The results show growth of dense and long aligned CNTs for the different samples. Further analysis will need to be conducted to highlight the differences induced by the concentrations. Fig. 41 shows the typical results obtained: an average density of 10 CNTs/µm and local densities of 20 CNTs/µm. The coverage is thus excellent. Because of their high aspect ratio, some of the catalyst lines we fabricated were bent. This is seen on Fig. 41 and highlights that the areas with closest facing catalyst lines have denser CNTs. We proposed to study this in the next section.

**III.B.3.3) CNT density control by catalyst lines spacing**

Because the CNTs growing from a catalyst line in horizontal CVD seem to have an inverse-law length distribution, we propose to vary the spacing between catalyst lines to tune the CNT density obtained. This will then be applied to the design of CNT strips in section IV.C.2.2.2).

On the fabricated sample here, parallel 6-µm-wide 2.7mm-long catalyst lines are repeated over 0.9mm for each spacing to provide a large statistical sample to check the density for each spacing. The actual catalyst spacing affecting CNT growth in our study is the border-to-border spacing (not center-to-center). We vary it as a geometric progression of common factor $\sqrt{2}$ from 14µm to 640µm. The exact parameters are reported in Table 7, section IV.C.2.2.2).

The study was conducted using an ST-cut quartz substrate with 1nm iron catalyst deposited by e-beam evaporation in NTU MAE. The results are presented in Fig. 43 and Fig. 42. Interestingly the catalyst lead to good growth in our process while its quality on samples
produced in the same batch was insufficient for vertical CNT growth. The horizontal CNT growth recipe we use seems again very consistent in growing CNTS from most metal catalyst types. The difference is likely its relative insensitivity to catalyst density while vertical growth needs quite a specific density.

The surface cleanliness of the substrate is of prime importance. Indeed despite long hours in acetone to do the lift-off some resist remained on the substrate on a first try and no aligned CNTs were observed. On the second try, with the same catalyst, we proceeded (process E0.09 – Appendix 6) to an annealing in air at 700°C by leaving one end of the quartz tube open and pumping air with the low-vacuum pump on the other end. The growth was successful. This was actually the same for the photoresist based catalyst lines of the previous section where no prior burning of the resist resulted in no growth, most likely because the catalyst particles were trapped in the resist that would not burn without oxygen.

![SEM images of the catalyst lines at 4 consecutive spacing values. Fix zoom, 1000x. The density in the center is visibly decreasing. On each image the catalyst lines are the vertical ones and the horizontal lines are CNTs.](image)

Fig. 42. SEM images of the catalyst lines at 4 consecutive spacing values. Fix zoom, 1000x. The density in the center is visibly decreasing. On each image the catalyst lines are the vertical ones and the horizontal lines are CNTs.
Fig. 43. SEM images of the catalyst lines at the 12 different spacing values (length indicated in green). Fix zoom, 200x. On each image the catalyst lines are the vertical ones and the horizontal lines are CNTs.

The growth result of this spacing study are reported on Fig. 43 for all spacing values at a fixed 200x zoom on Fig. 42 for four consecutive of the smallest values at a zoom of 1000x. The density at the center of the spacing is uniform for each spacing value but is visibly decreasing with increased spacing, as desired. Hence density tuning over a CNT strip will be achievable as designed in section IV.C.2.2.2).

III.B.4) Additional interesting perspectives: combining CNTs and SiNWs

CNT growth was performed on silicon nanowires (SiNWs) fabricated by metal-catalyzed electroless etching by Aliénor Togonal, PhD student at CINTRA/NTU. Two interesting types of structures were obtained. Using gas TCVD with CH₄ as carbon precursor (400sccm) and e-beam or solution deposited iron as catalyst, thick disordered CNT arrays were grown on top of and around the SiNWs (cf. Fig. 44 and Fig. 45). Using ethanol CVD and e-beam deposited iron (1nm), we produced suspended CNTs forming a monolayer net at the tip of the nanowires (cf. Fig. 46). They were found to be high quality SWCNTs from
Raman spectroscopy (cf. Fig. 47). Suspended CNTs are closer to the ideal case of a quantum wire in free space and are reputed to have better optical sensitivity for Raman characterization, photoluminescence and other aspects [161]. They could therefore be used to fabricate photosensors, bolometers, photoswitches or photomodulators. Furthermore SiNWs and CNTs can form a heterojunction [162], [163] and which would be a much more effective photocurrent generator than the CNTs alone.

![Fig. 44. Thick disorganized CNT film grown by CH₄ TCVD on top of MCEE-fabricated silicon nanowires (sample T0.04B). SEM images zoomed 5000x and 20000x. CNTs are the thin wavy wires and SiNWs the thicker straight vertical pillars.](image-url)
Fig. 45. Optical microscope image and Raman spectrum of sample T0.04B.

Fig. 46. Suspended SWCNTs (thin horizontal wires) forming a monolayer net at the tip of silicon nanowires (thicker vertical ones). SEM image, sample E0.03B.
III.C) Structures fabrication

A number of structures were fabricated based on the techniques we have exposed: DEP-aligned CNTs in CPW gaps for RF electrical characterization (section II.C.3.2)), sprayed-CNT samples and lattice-aligned CNTs in CPW gap for photocurrent characterization (V.B)). The CNT antenna prototypes fabrication is reported with their design in the respective sections: horizontal monopole based on lattice-aligned CNTs (IV.C.2.2.3)) and vertical and toppled monopole antennas IV.D).

III.C.1) DEP-aligned CNTs in CPW gap

Dielectrophoresis (DEP) was used to align CNTs in a CPW gap structure. The process, illustrated on Fig. 48, consists on depositing a droplet of CNTs in solution in the gap between two electrodes and applying an electric field. Metallic CNTs will then preferentially align in the direction of electric field lines. For our samples, as reported in section II.C.3.2), the CNTs bundled in ropes because the gap was 5-µm-long while the CNTs were only 1-µm long or shorter. This can be observed on Fig. 49. On the right side the CNT ropes are seen lying on the substrate while bridging the top of the 1-µm thick metallization on each side of the gap. Ralph Krupke’s group has refined the process [164]–[166] which can have interesting applications for short gate transistors or similar applications requiring short CNTs.
Fig. 48. Dielectrophoresis alignment of CNTs dissolved in solution.

III.C.2) Sprayed-CNT samples

Spray-coating was used to prepare photocurrent samples used in the study, section V.B). As explained earlier, CNT inks were realized by probe sonication of 5mg/L of NanoIntegris 99%-semiconducting SWCNTs flake into two different solvents, dimethylformamide (DMF) and ethylene glycol. The CNT-ethylene glycol solution was sprayed onto microscope coverglass plates and kapton, two cheap transparent highly dielectric substrates, the latter one being flexible as well. A hand-held spray gun connected to a nitrogen bottle served to spray onto the substrate which was simultaneously heated with a heat gun. Approximately 1cm$^3$ of solution was sprayed at 15cm from the substrate. Despite the high density and coverage of CNTs, the samples remain transparent in the visible range.
Samples were also realized by Paolo Bondavalli (Thales Research and Technology, Palaiseau) on his semi-industrial air-brush setup [145]. The CNTs used are commercially available CoMoCAT CNTs. The huge advantage of the technique over our experimental method is its full repeatability thanks to full control over the deposition parameters. Furthermore the shorter CNTs used form a very clean conformal layer with a few passes as seen on Fig. 50.

The electrodes were to be inkjet-printed on the substrates which would have made an interesting demonstration of cheap-process CNT-based transparent flexible electronics. However due to equipment availability issues, the electrodes were realized by photolithography. 100nm of gold were evaporated. Interestingly, the wet process including rinsing with acetone at lift-off did not seem to damage the CNT film as illustrated on Fig. 51.

Fig. 50. Sprayed CNTs observed under SEM. Top (5kx): from Paolo Bondavalli, single pass (left) rather uniform but apparently non-continuous film and 3-pass (right) very uniform and continuous. Bottom (5 and 10kx), hand sprayed CNT ink fabricated in CINTRA; long CNTs or CNT ropes can be observed which are not apparent in P. Bondavalli’s samples.
III.C.3) Lattice-aligned CNTs in CPW gap

The samples, used for photocurrent measurements, were prepared by scratch catalyst and ethanol CVD growth over the entire substrate. The CNT growth direction being known, the scratches for catalyst were made perpendicular to this direction with the precision of a hand-held scratch. For reproducible electrical contact and measurements at RF frequencies, a 50-Ω CPW line with a gap in the middle of the signal line was then patterned by photolithography. The CPW gap pattern was aligned along the CNT direction with its gap placed just above the scratches, the only visible patterns on the otherwise translucent CNT-covered quartz substrate. 100nm titanium (for adhesion) and 1µm gold were then deposited to create, after lift-off, the final device. Additional steps of protecting the CNTs in the gap and etching the other CNTs were deemed unnecessary after SEM inspection revealed that no CNT bridged the ground-signal gaps of the CPW thanks to the good alignment realized between the CNTs and the CPW lines. The originally devised process is illustrated on Fig. 52. The actually executed steps are illustrated with images of the experimental outcome on Fig. 53.
Fig. 53. Same steps illustrated with SEM images of the outcome apart from the skipped step of etching which is also placed in an alternative order.

**III.D) Considerations for experimentally-realizable CNT antennas**

The experimental realization of electrically-short resonant antennas from CNTs is a complex task. The initial results in section II.C.2) and the full study we present in section IV.A) demonstrate the need for SWCNTs that are long (tens to hundreds of micrometers), of high quality ($\tau \geq 1ps$ for plasmon antennas at 160GHz and above) and in specific quantities which takes us to the limits of current CNT fabrication techniques – as we initially reported in [167], [168]. There are a few types of CNT fabrication methods, each with their particular advantages and restrictions. To experimentally observe a size reduction on a resonant antenna, these need to be considered along with simple antenna designs. We will study monopole and dipole antennas where the axial propagation of electrons corresponds best to CNTs. The simplicity of the structure also ensures correct interpretation of the results.

As base material, three types of CNTs can be used. Dense vertical CNT arrays can be obtained by thermal (T) or plasma-enhanced (PE) chemical vapour deposition (CVD); with typical densities of $10^{10}$-$10^{11}$/cm$^2$. Substrate-lattice-aligned horizontal CNTs can also be obtained by CVD on specific substrates such as quartz [169] then, optionally, transferred [141], even at wafer scale [142]; reported densities range up to 25-50/$\mu$m in peak value [49],
and up to 5 to 10/µm in average [143], [169], [171] – we have achieved 1/µm with scratch catalyst so far and 10/µm with iron catalyst. Finally, solution-processed CNTs can be deposited by a variety of methods rather than in-situ grown. These methods are compared in Table 4 considering aspects relative to the fabrication of CNT monopole antennas. One of the criteria is the minimum number of CNTs achievable by photolithography. This method is preferable for its simplicity and scalability for catalyst and electrode patterning and imposes a lower resolution limit of about 2 µm.

Table 4. Different CNT types for the fabrication of an electrically-short resonant antenna.

<table>
<thead>
<tr>
<th>Illustration of typically fabricated arrays in CINTRA</th>
<th>Vertical CVD CNTs</th>
<th>Horizontal CVD CNTs</th>
<th>CNTs in solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE-CVD grown MWCNT arrays on Si</td>
<td>TCVD grown SWCNTs on ST-cut quartz</td>
<td>5µm DEP between gold electrodes</td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>100 to 1000/µm²</td>
<td>0.1 to 50/µm</td>
<td>X (pass number for inkjet/spray)</td>
</tr>
<tr>
<td>Min(N_CNT) by photolithography</td>
<td>300 to 3000</td>
<td>1 to 100</td>
<td>Depends on technique.</td>
</tr>
<tr>
<td>Length</td>
<td>10 to 300µm but aspect ratio &lt;20</td>
<td>5µm to 0.4cm, dense for &lt; 100µm</td>
<td>1µm in average, 0.1 to 5µm</td>
</tr>
<tr>
<td>Quality</td>
<td>SWCNT only: difficult, DWCNT OK. Aligned but wavy, medium-high quality.</td>
<td>High-quality straight to ultra-straight aligned SWCNT. Metallic-semiconducting sorting by electrical breakdown</td>
<td>Random orientation. High quality, chirality/diameter sorting possible.</td>
</tr>
<tr>
<td>Robustness</td>
<td>Bad with high aspect ratio</td>
<td>Excellent</td>
<td>Excellent</td>
</tr>
<tr>
<td>Characterization</td>
<td>In-situ/Ex-situ (powder/large array)</td>
<td>In-situ (SEM, AFM, Raman)</td>
<td>In-situ/ex-situ</td>
</tr>
<tr>
<td>In CINTRA</td>
<td>Well-studied growth</td>
<td>Recently achieved state-of-the-art density with different catalysts</td>
<td>Buy/get CNTs ; inkjet, spray, DEP, drop-casting capabilities</td>
</tr>
</tbody>
</table>

We conclude that only CVD-grown CNTs provide us with the necessary lengths for our application i.e. tens to hundreds of micrometers. Tunneling junction transmission through multiple solution-deposited CNTs would dampen the wave. Vertical CNTs allow the fabrication of long CNTs but, for low $N_{CNT}$, involve high-aspect-ratio standing structures.
difficult to realize. This fabrication process being well mastered in CINTRA, we used it for the design and fabrication of monopole antennas [172], [173] as reported in section IV.D). Additionally methods have been devised to make these antennas more robust. Finally, the lattice-aligned horizontal CNTs seem to be the best logical choice with high-quality ultra-straight SWCNTs easier to connect and characterize. Therefore the first prototypes we describe rely on this type of CNTs (cf. section IV.B)) and efforts were lead to develop this type of growth in CINTRA where there was no prior established process as we have just described in section III.B).
Chapter IV) Resonant electrically-short CNT antennas

As introduced in Chapter I, one of the interesting reasons to investigate CNTs for antenna applications is that they should allow a size reduction for resonant components beyond usual limits by a slow-wave effect. These plasmon resonances however require specific configurations that need to be carefully studied.

Here, we first present the theory and design rules of electrically-short resonant CNT-based antennas by considering ideal cases of monopole and dipole antennas. Then, based on the models and modeling strategies developed in Chapter II, we propose tools to help make the appropriate trade-offs in order to achieve designs meeting specific requirements. Finally we describe the experimental prototypes conceived, designed and realized based on this study and current CNT fabrication techniques. Transmission is investigated in a few configurations and usage recommendations are formulated.

IV.A) Trade-offs and tools

IV.A.1) First observations

IV.A.1.1) Single-SWCNT-arm antennas

Both circuit [16] and EM [10] models have been applied to the study of a dipole made of two metallic SWCNTs. They both conclude that, at a given resonant frequency, these antennas can be scaled down by a factor 50 relatively to the original physical limit. Indeed, P.J. Burke and G.W. Hanson estimate the propagation velocity of EM waves in a single CNT to be about 2% of the speed of light in vacuum [10], [16]. Nevertheless, it is outlined that single tubes present too high impedance and radiate very poorly. The antennas are highly damped [16] and, below a certain frequency, 53GHz, damping will prevent any resonance [10] (cf. Fig. 20).

We shall first compare the radiation properties of a classical electrically-short dipole to those of a resonant CNT dipole to outline what improvement can be expected from the latter. In the usual case of electrically-short dipoles (total length \((2l) \frac{\lambda}{10}\) where \(l\) is the length of a radiating arm and \(\lambda\) the wavelength at operating frequency), the current can be approximated
as a linear taper from its maximal value at the center of the antenna to its minimal value at the edges. Following this, the radiation resistance is found proportional to $l^2$ [174]:

$$R_{r,l\ll\lambda} = \sqrt{\frac{\mu \beta^2 (2l)^2}{6\pi}} \left(\frac{l_{avg}}{l_0}\right)^2 \approx 80\pi^2 \left(\frac{2l}{\lambda}\right)^2 \left(\frac{l_{avg}}{l_0}\right)^2 \text{ (\Omega)}$$ (109)

where $l_{avg}$ is the amplitude of the average current in the dipole and $l_0$ is the amplitude of the terminal current of the center-fed dipole. In the case of a short dipole without end-loading, aligned along $z$, the current amplitude linearly tapers from $l_0$ at its center ($z = 0$) to 0 at its ends ($z = \pm l$): $I(z) = l_0 \left(1 - \frac{|z|}{l}\right)$. Therefore $l_{avg} = \frac{1}{2} l_0$ and, in vacuum:

$$R_{r,l\ll\lambda} = 20\pi^2 \left(\frac{2l}{\lambda}\right)^2 \text{ (\Omega)}$$ (110)

For a dipole fifty-fold shorter than the resonant half-wavelength, we have $l = \frac{\lambda}{50}$ and thus $R_{r,l\ll\lambda} = 20\text{m}\Omega$. Another aspect to consider is the losses. Integrating the ohmic losses over the dipole, we find an ohmic resistance linearly proportional to $l$:

$$R_{loss,l\ll\lambda} = \text{Re} \left(\frac{2l}{3\pi a_{eff}^2 \sigma}\right) = \frac{2l}{3\pi a_{eff}^2} \text{Re} \left(\frac{1}{\sigma}\right)$$ (111)

where we have defined:

$$a_{eff} \equiv \begin{cases} a, & a \leq \delta_{skin} \\ \sqrt{(2a - \delta_{skin})\delta_{skin}}, & a \geq \delta_{skin} \end{cases}$$ (112)

the radius of the effective cross-section of the wire. We recall equation (35) for the skin depth: $\delta_{skin} = \sqrt{\frac{2}{\omega \mu \sigma}}$. Defining the antenna efficiency as the ratio of the power dissipated in radiation to the total power dissipated (radiation and ohmic), the efficiency quite intuitively improves with increasing $l$:

$$\eta \equiv \frac{P_{rad}}{P_{rad} + P_{loss}} = \frac{R_{rad}}{R_{rad} + R_{loss}} = \frac{1}{1 + \frac{A(\lambda)}{2l}}$$ (113)
where \( A(\lambda) = \frac{1}{60\pi^3} \text{Re} \left( \frac{1}{\sigma} \right) \left( \frac{\lambda}{a_{\text{eff}}} \right)^2 \) (m) is independent of \( l \) but a function of \( \lambda \) and the conductivity of the metal.

It is quite the opposite for a resonant CNT antenna. Using a longer resonant CNT at a given frequency will decrease the radiation efficiency. Indeed, the radiated (far-field) electric field is proportional to the coherent sum of the currents on the antenna segments. As explained in [16], for resonant configurations this can be seen as the coherent sum of in-phase and opposite-phase contributions on \( \lambda_p/4 \) - long segments, where \( \lambda_p \) is the plasmon wavelength i.e. the wavelength when propagating along the CNT in the given embedding medium. At odd resonances, i.e. for \( l_{\text{CNT}} \approx (2p + 1) \frac{\lambda_p}{4}, p \in \mathbb{N} \) there are \( 2p \) pairs of opposite current contributions canceling each other out and 2 in-phase segments that emit (cf. cases \( \frac{1}{4} \lambda_p, \frac{3}{4} \lambda_p \) on Fig. 54).

Fig. 54. Current distribution schematic for 3 resonant total lengths: \( \frac{1}{4} \lambda_p, \frac{1}{2} \lambda_p, \frac{3}{4} \lambda_p \).

Because the far-field is the coherent sum of the contributions, for odd resonances, the emitted field is the same as the first resonance while the even resonances are actually anti-resonances, they do not emit. A CNT dipole about half-plasmon-wavelength-long is thus the most efficient configuration.

Hence there is no additional radiation compared to the half-plasmon-wavelength dipole case. Neglecting losses, the radiation resistance is thus the same. For even, or anti-, resonances i.e. for \( l_{\text{CNT}} \approx (p + 1) \frac{\lambda_p}{2}, p \in \mathbb{N} \) the radiation is null with \( 2(p + 1) \) pairs of opposite current contributions canceling each other out (cf. case \( \lambda_p \) on Fig. 54). Hence, as formalized in [16], \( R_{\text{rad}}(l_{\text{CNT}}) \) is a periodic function with maximum value at odd resonances rapidly decreasing off resonance and minimum value (0) at even resonances. If the radiation resistance remains unchanged for odd resonances, the losses increase linearly with the length of the CNT. Finally for an odd-resonant CNT dipole, we have:
\[ \eta(L_{\text{CNT}}) = \frac{R_{\text{rad}}}{R_{\text{rad}} + R_{\text{loss}}} = \frac{1}{1 + \frac{2R_Q}{R} \frac{l_{\text{CNT}}}{\lambda^2_{(2p+1)\frac{\lambda_p}{4}}} (114) \]

where \( R_Q \) is the quantum resistance introduced in section II.A.4) and, as rigorously shown in Appendix 4, for an odd-resonant CNT dipole (i.e. \( l_{\text{CNT}} = (2p+1)\frac{\lambda_p}{4}, p \in \mathbb{N} \)) sufficiently short (i.e. \( (2\pi \frac{(2p+1)\lambda_p}{4})^2 \ll 1 \)) the radiation resistance is:

\[ R_{r,(2p+1)\frac{\lambda_p}{4}} = \left( \frac{\lambda_p}{\lambda} \right)^2 \sqrt{\frac{\mu}{\varepsilon}} \xi \approx 80 \left( \frac{\lambda_p}{\lambda} \right)^2 (115) \]

For the primary resonance, \( l_{\text{CNT}} = \frac{\lambda_p}{4} \), recalling equation (109), this is \( \frac{80}{\pi^2} \approx 1.6 \) times more than the short dipole of the same length, independently of \( \lambda_p \). This is merely because of the larger average current amplitude over the arms of the antenna for the resonant CNT antenna. Indeed it displays a current distribution from \( I_0 \) at its center \((z = 0)\) to 0 at its ends \((z = \pm \frac{\lambda_p}{4})\) of the type: \( I(z) = I_0 \sin \left( k_p \left| \frac{\lambda_p}{4} - z \right| \right) \) rather than a taper. Hence the radiated power ratio between the two is \( \frac{R_{r,(2p+1)\frac{\lambda_p}{4}}}{R_{r,\text{loc}} = \left( \frac{l_{\text{avg} \cdot (2p+1)\frac{\lambda_p}{4}}}{l_{\text{avg} \cdot \text{loc}} \frac{\lambda_p}{4}} \right)^2 = \left( \frac{4}{\pi} \right)^2 \approx 1.6 \). Numerically, for \( \lambda_p = \frac{\lambda}{50} \), we thus find \( R_{r,(2p+1)\frac{\lambda_p}{4}} = 80 \times \frac{1}{50^2} \approx 32 \text{ m\Omega} \). However for the third resonance, the CNT antenna already has a radiation resistance \( \frac{9\pi^2}{16} \approx 5.6 \) times lower than its classical counterpart. Therefore CNT antennas shall be used at their primary resonance which also gives the shortest antennas for a given operating frequency. This reasoning and conclusion apply to bundle-based-antennas as well.

Even so, the advantage of a single-m-SWCNT antenna over the short dipole is still not clear because of the high resistivity of the SWCNT. CNTs are reputed to have excellent conductivity but that is with regards to the volume actually carrying current while, if comparing to nanowires (NW) it is the actual occupied volume that matters. Then the CNTs conductivity would be lower than that of gold nanowires if they had the same conductivity as the bulk material. However, the conductivity in NWs is reduced when the diameter becomes of the order of or lower than the mean-free path in the material, estimated at 40nm for copper and similar for gold [175]. The conductivity is affected as follows:
\begin{align*}
\sigma_0(a) &= r(a)\sigma_0 \\
r(a) &= \left(1 + (1 - p)\frac{MFP}{2a}\right)^{-1}
\end{align*}

(116)  
(117)

Where \( p \) is the specularity parameter for electron reflection from the wire surface [175]. We follow a best case scenario for metallic NWs by taking \( p = 0.5 \) and disregarding the potential negative effect of grain-boundary scattering.

Fig. 55. Radiation efficiency of a \( \frac{\lambda}{100} \) dipole with resonant m-SWCNT arms and non-resonant NW arms of various radii. Despite its higher \( R_{rad} \), the SWCNT dipole is only a more efficient radiator than the gold NWs if the latter have a radius \( a \leq 2\text{nm} \).

Based on this correction and the previously exposed CNT models, we evaluated the radiation efficiency as a function of frequency for different diameters of NW and a m-SWCNT dipole antenna. This is presented on Fig. 55. We cover the frequency range corresponding to commonly fabricated CNT lengths and assuming a constant size reduction of 50. Actually the 3GHz and 300THz extreme frequencies are one order of magnitude out of range for some of our models but we do not intend to exploit them further as they also correspond to extreme lengths – 1cm and 10nm. Since the radiation resistance is constant with frequency for a given \( l/\lambda \) and is rather small relatively to losses, the efficiency logically progresses at 20dB/decade with frequency i.e. decreasing length and thus losses.

For a radius \( a = 0.9\text{nm} \) i.e. a diameter \( d = 1.8\text{nm} \), the losses are such in the metal NW that the CNT antenna is 10 times more efficient than the topologically equivalent NW antenna for any frequency. Furthermore, it is more efficient than NWs with radius not in excess of \( a = 2\text{nm} \). Hence, for most experimental SWCNTs, at equivalent dimensions or even 2 to 4 times smaller diameter for average SWCNTs, an m-SWCNT antenna is more
efficient than a NW antenna. Nevertheless, if the application does not require an antenna of diameter less than 4nm then a metal rod will be more efficient. For bundled CNTs, the gain in radiation resistance may be better exploited thanks to lower loss.

On Fig. 56 we plot the efficiency as a function of the radius for frequencies from 3GHz to 300THz. For these diameters, even at highest frequencies the skin effect in NWs is still negligible. It starts to matter for radius of 50nm in the terahertz range and not before 0.5μm at 300GHz. The $a = 2$nm cross-over between CNTs and NWs efficiency can be clearly seen for each frequency and we note the very low efficiencies of single m-SWCNTs. At 300GHz a single m-SWCNT has a radiation efficiency of -63dB or 0.00005% - rather the characteristics of an absorber than that of an antenna.

To improve the radiation efficiency we need to decrease the losses while keeping a short resonant antenna. Indeed the radiation resistance of a resonant CNT antenna is independent of its length while the radiation resistance of a normal short dipole is inversely proportional to the square of the size reduction factor as we saw in equation (110).

The high impedance of single m-SWCNTs is also an issue for integration with conventional technology. Indeed, to avoid impedance mismatch – and thus power transmission issues – with common RF components and circuits, antennas should be designed with a 50 to 75Ω input impedance whereas the two-CNT dipoles present impedances in the order of tens of kΩ.

---

**Fig. 56.** Radiation efficiency versus diameter for single m-SWCNT and NW dipole antennas.
IV.A.1.2) Improving performances: MWCNTs and bundles

CNTs with metallic cores [20], [176] or other metal-CNT combinations may be used to decrease the impedance, but they decrease the total inductance even more than the total resistance by adding components (conventional metals) in parallel that present negligible kinetic inductance at these frequencies.

The solution may be to add CNT shells in parallel, be it through bundling or using MWCNTs, which will quite intuitively decrease the total impedance.

For MWCNTs, following equations (40) and (43) the impedance of shells decreases for larger diameters $D$ while the kinetic inductance $L_K$ to resistance $R_Q$ ratio increases linearly with the diameter:

$$ \frac{L_K}{R_Q}(D) = \tau(D) = \frac{MFP(D)}{v_F} = \frac{l_0D}{v_F} \quad (118) $$

where we recall that the mean free path MFP is proportional to the diameter by a constant $l_0$ and $v_F$ is the Fermi velocity. This is interesting because the plasmon cut-off frequency is shifted lower. Nevertheless each shell will have a different plasmon lifetime $\tau(D)$ which makes the problem counter-intuitive. At intermediate frequencies, a wave may be allowed to resonate on the outermost shells of the MWCNT but not at its core leading to dampening. It is also interesting to note that, because the external shell shields the others, it will be the only shell radiating. Therefore the radiation resistance may be unchanged from the SWCNT case if a plasmon resonance can be created. More likely though, large-diameter MWCNTs will act as classical short dipoles. Few-wall CNTs may strike a balance between decreased inductance-impedance and better reactance/resistance ratio and it would be interesting to try to use them in plasmon resonant structures.

Hanson integrated MWCNTs in his antenna efficiency study in [175] based on the DC conductivity proposed in [108] (cf. section II.B.3.3). Extensive treatment of MWCNTs as antennas and waveguides in the infrared regime was led by M.V. Shuba et al. [20]. The complex phenomena taking place in these structures seem however difficult to take properly into account in an antenna design approach.
Instead we base our study on bundles of SWCNTs (B(SW)CNTs). These can allow us to overcome the problem of the high impedance and low efficiency of single tubes. Methods to synthetize SWCNTs or to sort them by chirality exist and thus allow us to prepare for agile antennas at the same time where we would use sc-SWCNTs as photoswitches for instance. Furthermore, single CNT devices are extremely impractical to fabricate especially with the lengths needed (typically tens of microns). Bundles come closer to experimental reality. The conclusions on BCNTs found in literature being rather scarce and relying on specific structures, it appeared necessary to lead a systematic study of simple antennas as a basis for more complicated design

In section II.C.2.2), and initially in [177], we reported how the resonance frequency of monopoles and dipoles was shifted towards higher frequencies when CNTs were added in parallel. We will now systematize this study.

**IV.A.1.3) Effect of bundling and trade-offs**

As initially exposed in [89], EM simulation of BCNT-based antennas allows us to study and highlight the trade-offs involved in the design of such antennas.

**IV.A.1.3.1) Structure and methodology**

For this study, we used EMXD with both the surface impedance model and the effective medium approach, as described in sections II.A.3) (originally in [88]) and II.B). The structure used is the same as the monopole described in II.C.2) but we reiterate and extend the description for convenience.

We study a vertical wire monopole perpendicular to a ground plane excited by a 50Ω lumped port. The wire is replaced by a bundle of CNTs. We use hexagonal bundles as depicted Fig. 19 for mesh efficiency. They are made of hexagonal concentric layers of CNTs. For \( N_{\text{layers}} \) CNT layers arranged around a central CNT, the total number of CNTs is \( N_{\text{shells}} = 1 + 3N_{\text{layers}}(N_{\text{layers}} + 1) \). The monopole configuration being a simple and ideal structure its behavior is well understood and resonances are easily interpreted. When it operates as a quarter wavelength resonator, it is supposedly the smallest resonant antenna configuration for the given frequency. Hence any resonant behavior below this specific frequency shall be due to the specific characteristics of the CNTs. Furthermore the simplicity
of the structure helps keeping the number of mesh elements needed relatively low; this reduces memory use and computation time.

An extensive parametric study of CNT-based monopoles was led with two technologically relevant lengths: 40 and 80 micrometer-long CNTs. These lengths can be realized by in-situ growth. The resulting antennas resonate in the EHF (millimeter) band which would make them measurable with certain VNA setups and terahertz techniques. This also makes them technologically relevant solutions as there is ongoing effort towards EHF and terahertz devices. As will be shown, our conclusions can actually be extended to various lengths.

IV.A.1.3.2) Results

The first observation is that, at a given length, increasing the number of CNTs in the bundle does not only produce the desired effect – namely decreasing the overall impedance by putting impedances in parallel – but shifts the resonance frequency upwards, thus reducing the hypothetical gain in size for CNT-based antennas. Indeed, while decreasing the impedance, we equally decrease the resistance and the kinetic inductance. As a first approximation the resonance frequency is 
\[
    f_{res} = \frac{v_p}{\lambda_p} \approx \frac{1}{4l_{CNT}} \sqrt{\frac{1}{LC}}
\]
and increases with decreasing inductance. This is illustrated Fig. 57. Although an input impedance plot would be more general, we chose to plot the return loss normalized at 50Ω because it is more tangible information for antenna design. Note the clear shift in resonance frequency with increasing number of tubes. Coordinately, the return loss at resonance displays a minimum for the configuration where the nearest 50Ω match is realized.

Fig. 57. Return loss plotted against frequency for 80um-long bundled-CNT monopoles with number of CNTs varying from 1 to 2791 (30 hexagonal layers). The best impedance match is achieved with 1261 CNTs ±100 (20 layers ±1) while -15dB impedance match is achieved with 721 to 2791 CNTs.
This shift makes designing CNT antennas more complicated than simply adding CNTs in parallel to reach the desired impedance. Nonetheless, this enables tailoring CNT antennas to an impedance match and a resonance frequency as shown in Fig. 58. Indeed, the impedance decreases linearly with the number of tubes whereas, in this configuration and from 1 to a few thousand tubes, the shift of the resonance frequency is well approximated as proportional to $N_{\text{shells}}^{0.44}$. Put otherwise the propagation velocity in a bundle is only multiplied by 2.75 when the number of tubes is increased tenfold (Fig. 59). This observation is independent on the length of the tube and saturates at geometrical resonance. Hence various configurations of tube number and length can be used to obtain the desired input impedance and resonant frequency.

Fig. 58. Return loss for three different configurations of monopole show that similar impedance or operating frequency can be obtained by varying the parameters. However the lower operating frequency with better impedance match is obtained against a doubled size. The high return loss values are due to the normalization at 50$\Omega$ for these few-CNTs high-impedance antennas and we are only interested in their relative values here.

![Image](image1.png)

Fig. 59. EM waves propagation velocity ratio between a single tube and a bundle of N tubes. 40µm-long (blue diamonds) and 80µm-long (orange triangles) bundled-CNT monopoles with varying number of CNTs are used. For both lengths, the velocity ratio rises at 4.4dB/decade.

Still, below the plasma relaxation frequency, $F_V = 1/(2\pi\tau)$, damping will prevent any resonance. Taking a plasmon lifetime $\tau = 3.10^{-12}$s [10], we have $F_V = 53$GHz. This restrains the application of CNT antennas to millimeter and sub-millimeter ranges. As seen with our study, tubes that cannot resonate alone because of a too low fundamental frequency may resonate in a bundle when the frequency has shifted above $F_V$. 
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Finally, we summarize the antenna specific performance as a function of the configuration on Fig. 60. There is a clear trade-off between performance and gain in size as compared to a resonant copper antenna in the same monopole configuration. Here we have chosen to plot the percentage of accepted input power rather than the usual return loss in dB to emphasize the acceptably-matched range of configurations rather than the optimal impedance matches. This is plotted for a 50Ω excitation. As seen when comparing the curves for 40 and 80µm lengths, selecting higher operating frequencies (e.g. 390GHz rather than 285GHz) and thus shorter CNTs, decreases the impedance, making it possible to use fewer tubes and still have the same impedance match (the accepted power curve shifts to the left). Since the size reduction factor is not dependent on the length of the tubes used but only on their number, this allows for a better gain in size at the same impedance (4.3 instead of 3 in the chosen case for -5dB return loss i.e. 68% of accepted power at 50Ω). The same holds if the matching impedance is increased: the curves will shift to the left. This could either be achieved by impedance matching or using the antennas in an array.

Fig. 60. Size reduction factor $K_{\text{red}}$ (compared to a resonant copper monopole) and antenna performance plotted against the number of CNTs in the bundle. Note the shift to the left of the 40µm curve with respect to the 80µm one. The size gain is only dependent on $N_{\text{shells}}$. By operating at higher frequencies or higher impedance, the relative gain in size is more important for a similar performance.

**IV.A.1.3.3) Initial interpretation and conclusions**

We have performed 3D EM simulation of CNT-based monopole antennas, thus modeling all the EM effects participating in their resonance. The results show that bundled CNTs allow the conception of tailored antennas in certain ranges of frequency and impedance. We have outlined the key parameters and trade-offs in this simple configuration which should help designing more realistic antenna structures at sizes smaller than the classical physical limit.
In [168], we explain how these trends can be understood through a circuit approach. Indeed using $N_{\text{CNT}}$ CNTs in parallel results in dividing the overall impedance and thus the kinetic inductance by $N_{\text{CNT}}$: $Z_{\text{bundle}} = Z_{\text{CNT}}/N_{\text{CNT}} = R_0/N_{\text{CNT}} + j\omega L_k/N_{\text{CNT}}$. Neglecting the magnetic inductance and resistance, the propagation velocity along the CNTs can be written:

$$v_{p,\text{bundle}} = \frac{1}{\sqrt{LC}} \approx \frac{1}{\sqrt{L_{K,tot}C_{tot}}}$$

and, because the total capacitance has relatively small variations with $N_{\text{CNT}}$, we obtain:

$$v_{p,\text{bundle}} \approx \frac{N_{\text{CNT}}}{L_K C} = \sqrt{N_{\text{CNT}}} v_{p,\text{CNT}}$$

Then at fixed CNT length $l_{\text{CNT}}$ the resonance frequency is given by:

$$f_{\text{res,bundle}} = \frac{v_{p,\text{bundle}}}{\lambda_{p,\text{bundle}}} \approx \frac{v_{p,\text{bundle}}}{4l_{\text{CNT}}} \approx \frac{\sqrt{N_{\text{CNT}}} 1}{l_{\text{CNT}}} 4 v_{p,\text{CNT}}$$

Hence, in first approximation, the impedance is inversely proportional to $N_{\text{CNT}}$ and proportional to $l_{\text{CNT}}$ while the resonance frequency is proportional to $\sqrt{N_{\text{CNT}}}$ and inversely proportional to $l_{\text{CNT}}$. A trade-off thus needs to be found between size reduction, operating frequency and input impedance (cf. Fig. 60). For an antenna with good size reduction less than 100-1000 CNTs should be used. For it to be well-matched to 50Ω, short CNTs thus need to be used and this leads to working at extremely high frequencies: 200GHz and higher. Lower frequencies and good size reduction are possible at higher impedance.

A more rigorous approach to the circuit model would help us predict the CNT bundle monopole behavior more precisely. We develop it in the following section.

**IV.A.2) CNT monopole circuit model**

**IV.A.2.1) Derivation**

Here, from basic transmission line theory exposed in section II.A.4.1), we derive the full expression of $\gamma = \alpha + j\beta$ and $Z_C$ in the general lossy case before applying it to the
SWCNT bundle problem. $\beta$ gives us $v_p$ while, for a dipole or a monopole with each arm long of $l_{CNT}$, neglecting the radiation loss, $Z_{in}$ can be calculated as [16]:

$$Z_{in} = Z_C \coth(\gamma l_{CNT})$$  \hspace{1cm} (122)

This is, to our knowledge, the first time the equations for this fully analytical circuit model for bundles of CNTs in monopole or dipole configuration is reported although efforts on the same structures have been described in [109], [119], [124], [178] based on the usual circuit and EM approaches. Our equations can be used analytically or implemented in spreadsheets and simple codes which allows their integration in a design process.

**IV.A.2.1.1) Derivation in the general case**

Taking the square of equation (12), we have, by:

$$\gamma^2 = (\alpha + j\beta)^2 = (R + j\omega L)(G + j\omega C)$$  \hspace{1cm} (123)

Which translates into the set of equations (imaginary and real part):

$$\begin{cases}
2\alpha\beta = \omega(RC + LG) \\
\alpha^2 - \beta^2 = RG - \omega^2 LC
\end{cases}$$

(124) \hspace{1cm} (125)

The case $\beta = 0$ corresponds to no propagation. For $\beta \neq 0$ we can then write:

$$\begin{cases}
\alpha = \frac{\omega}{2\beta}(RC + LG) = v_p \frac{(RC + LG)}{2} \\
0 = \beta^4 + \beta^2(RG - \omega^2 LC) - \left(\frac{\omega}{2}\right)^2 (RC + LG)^2
\end{cases}$$

(126) \hspace{1cm} (127)

Then taking the positive root of the 2\textsuperscript{nd} order polynomial equation in $\beta^2$ we find:

$$\begin{cases}
\alpha = \omega\sqrt{LC} \frac{K_{RG}}{\sqrt{2 \left(1 + \sqrt{1 + K_{RG}^2}\right)}} \\
\beta = \omega_{RG}\sqrt{LC} \frac{1 + \sqrt{1 + K_{RG}^2}}{2} = \beta_{\text{lossless}} \omega \frac{\omega_{RG}}{\sqrt{\frac{1 + \sqrt{1 + K_{RG}^2}}{2}}}
\end{cases}$$

(128) \hspace{1cm} (129)

where we have defined a pulsation and unit-less factor as:
Finally we obtain the phase velocity as:

\[ v_p = \frac{\omega}{\beta} = \frac{1}{\sqrt{LC}} \frac{\omega}{\omega_{RG}} \sqrt{\frac{2}{1 + \sqrt{1 + K_{RG}^2}}} \]

\[ = v_{p,\text{lossless}} \frac{\omega}{\omega_{RG}} \sqrt{\frac{2}{1 + \sqrt{1 + K_{RG}^2}}} \quad (132) \]

and the wavelength as:

\[ \lambda_p = \frac{2\pi}{\beta} = \frac{v_p}{f} = \frac{1}{\omega_{RG}} \frac{\sqrt{LC}}{2\pi} \sqrt{\frac{2}{1 + \sqrt{1 + K_{RG}^2}}} \]

\[ = \lambda_{p,\text{lossless}} \frac{\omega}{\omega_{RG}} \sqrt{\frac{2}{1 + \sqrt{1 + K_{RG}^2}}} \quad (133) \]

Note that the characteristic impedance can also be reformulated to see the effect of the losses compared to the lossless case as:

\[ Z_C = \sqrt{\frac{R + j\omega L}{G + j\omega C}} = \frac{\omega_{RG}}{\omega} \sqrt{\frac{L}{C}} \sqrt{\frac{1 + j \frac{\omega}{\omega_{RG}} \left( \frac{G}{C} - L \right)}{1 + \left( \frac{G}{\omega C} \right)^2}} \]

\[ \quad (134) \]

For \( \frac{G}{\omega C} < 1 \), we can also use the slightly more compact form:

\[ Z_C = \frac{\omega_{RG}}{\omega} \sqrt{\frac{L}{C}} \sqrt{\frac{1 - j \frac{\omega}{\omega_{RG}} K_{RG}}{1 - \left( \frac{G}{\omega C} \right)^2}} \quad (135) \]

which separates into real and imaginary parts as follows:
It can be verified that all these expressions give the expected simplified values in the case of negligible losses (cf. previous chapter). Indeed, for \( R \ll \omega L \) and \( G \ll \omega C \), we have:

\[
\begin{align*}
\omega_{RG} & = \omega \sqrt{1 - \left( \frac{R}{\omega L} \right) \left( \frac{G}{\omega C} \right)} \approx \omega \\
K_{RG} & \approx \left( \frac{R}{\omega L} + \frac{G}{\omega C} \right) \ll 1
\end{align*}
\]

The application to CNTs is simply done by replacing \( L, C, R, G \) by the expressions given in the previous chapter according to the geometrical configuration chosen.

**IV.A.2.1.2) Case of negligible conductance**

In the cases we deal with, \( R \) cannot be neglected but for CNTs in air or a good dielectric embedding medium, even at the smallest frequencies of interest, we have \( G \ll \omega C \) and thus:

\[
\begin{align*}
\omega_{RG} & \approx \omega \\
K_{RG} & \approx \frac{R}{\omega L}
\end{align*}
\]

Consequently the attenuation constant and wavenumber are given by:
\[
\begin{align*}
\alpha &= \omega \sqrt{LC} \cdot \frac{R}{\omega L} \sqrt{2 \left(1 + \sqrt{1 + \left(\frac{R}{\omega L}\right)^2}\right)} \\
\beta &= \omega \sqrt{LC} \sqrt{1 + \frac{1 + \left(\frac{R}{\omega L}\right)^2}{2}}
\end{align*}
\]

Hence, the expressions of the phase velocity, wavelength and characteristic impedance simplify as:

\[
\begin{align*}
v_p &= \frac{\omega}{\beta} = \frac{1}{\sqrt{LC}} \frac{2}{\sqrt{1 + \sqrt{1 + \left(\frac{R}{\omega L}\right)^2}}} \\
\lambda_p &= \frac{v_p}{f} = \frac{1}{\frac{\omega}{2\pi} \sqrt{LC}} \frac{2}{\sqrt{1 + \sqrt{1 + \left(\frac{R}{\omega L}\right)^2}}}
\end{align*}
\]

and:

\[
Z_c = \frac{R + j \omega L}{j \omega C} = \frac{L}{\sqrt{C}} \sqrt{1 - j \frac{R}{\omega L}}
\]

We can separate real and imaginary parts as follows:

\[
\begin{align*}
Z_{cr} &= \frac{L}{\sqrt{C}} \sqrt{1 + \frac{1 + \left(\frac{R}{\omega L}\right)^2}{2}} \\
Z_{ci} &= -\frac{L}{\sqrt{C}} \sqrt{2 \left(1 + \sqrt{1 + \left(\frac{R}{\omega L}\right)^2}\right)}
\end{align*}
\]

Finally, the wave amplitude attenuation over a propagation of a quarter-wavelength (one-way trip on a monopole or the arm of a dipole while neglecting the radiation resistance) is given by:
IV.A.2.2) Implications for the design of CNT-based antennas

We use the line parameters we derived for the general case of lossy lines to discuss the implications for BCNT antenna design.

IV.A.2.2.1) Moderate and low-loss regime

I.A.1.1.1.1) Definition

In all these expressions, it can be verified that for \( \left( \frac{R}{\omega L} \right)^2 \ll 1 \) or, equivalently, for \( \omega^2 \gg \left( \frac{R}{L} \right)^2 \) the equations of the phase velocity and wavelength are the same as those of the lossless case with minimal error:

\[
v_p = \frac{\omega}{\beta} \approx \frac{1}{\sqrt{LC}} \left( 1 - \frac{1}{8} \left( \frac{R}{\omega L} \right)^2 \right) \approx \frac{1}{\sqrt{LC}}
\]

\[
\lambda_p = \frac{v_p}{f} \approx \frac{1}{2\pi \sqrt{LC}} \left( 1 - \frac{1}{8} \left( \frac{R}{\omega L} \right)^2 \right) \approx \frac{1}{2\pi \sqrt{LC}}
\]

while the characteristic impedance can only be considered purely real and equivalent to the lossless case for the extended limit \( \omega \gg \frac{R}{L} \):

\[
Z_C = \sqrt{\frac{R + j\omega L}{j\omega C}} \approx \sqrt{\frac{L}{C}} \left( \left( 1 + \frac{1}{8} \left( \frac{R}{\omega L} \right)^2 \right) - j \frac{1}{2} \frac{R}{\omega L} \left( 1 - \frac{1}{8} \left( \frac{R}{\omega L} \right)^2 \right) \right)
\]

\[
\approx \sqrt{\frac{L}{C}} \left( 1 - j \frac{R}{2 \omega L} \right)
\]

For a bundle of CNTs the total resistance and total inductance are given by:

\[
R_{dil} = \frac{R_Q}{N_{CNT}}
\]
Hence, the low-loss condition translates into \( \omega^2 \gg \left( \frac{R}{L} \right)^2 = \left( \frac{R_Q}{L_K/N_{CNT} + L_{M,bdl}} \right)^2 \).

Because \( \left( \frac{R_Q}{L_K/N_{CNT} + L_{M,bdl}} \right)^2 \leq \left( \frac{R_Q}{L_K} \right)^2 = \left( \frac{1}{\tau} \right)^2 \), it is always verified for \( \omega^2 \gg \left( \frac{1}{\tau} \right)^2 \). There are furthermore two extreme cases: \( \omega^2 \gg \frac{L_K}{N_{CNT}^8} \) and \( \omega^2 \gg \frac{L_K}{N_{CNT}^8} \). This formalizes the intuitive rule that a CNT resonant antenna has a constant lower frequency damping limit due to quantum properties when it is made of a limited number of CNTs but, for large CNT numbers, the CNT bundle becomes similar to a classical metal and can have resonances at lower frequencies.

For the limit case of large CNT numbers, \( N_{CNT} = 10^5 \), taking \( \tau = 3\text{ps} \) as in [10], the low-loss condition becomes \( \omega^2 \gg (12.3\text{GHz})^2 \) so \( f \geq \frac{\sqrt{10} \times 12.3\text{GHz}}{2\pi} = 6.2\text{GHz} \) while for \( N_{CNT} = 10^6 \) it is \( f \geq 620\text{MHz} \).

For all CNT numbers, if we design antennas such that \( \omega^2 \gg \left( \frac{1}{\tau} \right)^2 \) i.e. with operating frequency \( f \geq K F_v \), with \( K^2 \gg 1 \), the low-loss approximation may be used. For \( \tau = 3\text{ps} \), as is used in most of the simulations in the previous section, this condition can be translated as \( f \geq \sqrt{10} F_v \approx 168\text{GHz} \) which justifies the approximation for most of the study. For \( F_v \approx 53\text{GHz} \leq f < \sqrt{10} F_v \approx 168\text{GHz} \) resonance is possible but resistive losses should not be neglected.

**IV.A.2.2.1.1) Rigorous effect of the number of CNTs in the bundle**

For \( \omega^2 \gg \left( \frac{R}{L} \right)^2 \), the propagation velocity along the CNTs can be written:

\[
v_{p,bundle} = \frac{1}{\sqrt{LC}} = \frac{1}{\sqrt{\left( \frac{L_K}{N_{CNT}} + L_{M,bdl} \right) C_{bdl}}} \tag{155}
\]

The respective influences of the inductances and capacitances is not quite straightforward because they vary differently with \( N_{CNT} \). However the magnetic inductance

\[
L_{bdl} = \frac{L_K}{N_{CNT}} + L_{M,bdl}
\]
and the inverse of the electrostatic capacitance vary logarithmically with the inverse of the radius. Considering these variations as relatively small we proposed a simplified interpretation in the previous section.

We will here calculate rigorously the phase velocity for a bundle of CNTs to gain physical insight on the matter and to be able to implement the formula to design CNT-based antennas.

**IV.A.2.2.1.1.1) Derivation of the phase velocity**

We start by calculating the total capacitance of the bundle, $C_{bdt}$, from an electrostatic contribution in the form of $C_{ES, bdt}$ and a quantum capacitance contribution as $C_{Q, bdt} = N_{CNT}C_Q$ for $N_{CNT}$ CNTs in parallel. The inverse of the total capacitance can be expressed as:

$$C_{bdt}^{-1} = C_{ES, bdt}^{-1} + C_{Q, bdt}^{-1} = \Delta C_{ES}^{-1} + C_{ES, CNT}^{-1} + \frac{1}{N_{CNT}}C_Q^{-1}$$

where:

$$\Delta C_{ES}^{-1} \equiv C_{ES, bdt}^{-1} - C_{ES, CNT}^{-1}$$

For a wire parallel to ground disposition (the conclusions are similar for other configurations) this becomes (cf. Table 1 in section I.A.1.1)):

$$\Delta C_{ES}^{-1} = \frac{1}{\pi \varepsilon_i} \left( \text{arcosh} \left( \frac{h}{a_{bd}} \right) - \text{arcosh} \left( \frac{h}{a_{CNT}} \right) \right)$$

$$\approx \frac{1}{\pi \varepsilon_i} \left( \ln \left( \frac{h}{a_{bd}} \right) - \ln \left( \frac{h}{a_{CNT}} \right) \right)$$

when assuming constant spacing of the wire to the ground. Since the bundle is supposed circular, its radius $a_{bd}$ and the number of CNTs can be approximately related as:

$$a_{bd} = a_{CNT} + \sqrt{\frac{N_{CNT} - 1}{\pi}} (a_{CNT} + \Delta r_{CNT}) = a_{CNT} \left( 1 + \sqrt{\frac{N_{CNT} - 1}{\pi}} (2k + 1) \right)$$
where $\Delta r_{\text{CNT}} = 2ka_{\text{CNT}}$, $k > 1$ is the average spacing center-to-center of the CNTs. For $a_{bdl} \gg a_{\text{CNT}}$ we thus obtain:

$$a_{bdl} \approx a_{\text{CNT}} \sqrt{\frac{N_{\text{CNT}}}{\pi}} (2k + 1) \quad (160)$$

Then:

$$\Delta C_{ES}^{-1} = C_{ES,bdl}^{-1} - C_{ES,\text{CNT}}^{-1} \approx \frac{1}{\pi e^i} \ln \left( \sqrt{\frac{N_{\text{CNT}}}{\pi}} (2k + 1) \right)$$

$$= \frac{1}{2\pi e^i} \ln \left( \frac{(2k + 1)^2}{\pi} N_{\text{CNT}} \right) \quad (161)$$

And finally the capacitance of the bundle can be expressed as:

$$C_{bdl} = C_{\text{CNT}}^{-1} - \left( \frac{1}{2\pi e^i} \ln \left( \frac{(2k + 1)^2}{\pi} N_{\text{CNT}} \right) + \left( 1 - \frac{1}{N_{\text{CNT}}} \right) C_{Q}^{-1} \right)$$

$$\equiv C_{\text{CNT}}^{-1} + \Delta C_{bdl-sgl}^{-1} \quad (162)$$

Where we have defined $\Delta C_{bdl-sgl}^{-1} \equiv C_{bdl}^{-1} - C_{\text{CNT}}^{-1}$. Numerically, for $N_{\text{CNT}} \in [10, 10^4]$ the term independent of $C_{Q}$ that varies logarithmically with $N_{\text{CNT}}$ is dominant. Similarly for the magnetic inductance we find:

$$\Delta L_{M} = L_{M,bdl} - L_{M,\text{CNT}} \approx \frac{\mu}{2\pi} \ln \left( \frac{(2k + 1)^2}{\pi} N_{\text{CNT}} \right) \quad (163)$$

Finally, $\frac{\Delta C_{bdl-sgl}^{-1}}{C_{\text{CNT}}^{-1}} \approx \frac{\Delta L_{M}}{L_{M,\text{CNT}}} \approx 0.2 + \ln(N_{\text{CNT}})$ which can also be written with a logarithm in base 10 as: $\frac{\Delta C_{bdl-sgl}^{-1}}{C_{\text{CNT}}^{-1}} \approx \frac{\Delta L_{M}}{L_{M,\text{CNT}}} \approx 0.2 + 2 \ln(10) \log(N_{\text{CNT}}) \approx 0.2 + 2.3 \log(N_{\text{CNT}})$.

Finally we find the phase velocity as:
\[ v_{p,\text{bundle}} = \frac{1}{\sqrt{LC}} = \frac{1}{\sqrt{\left(\frac{L_k}{N_{\text{CNT}}} + L_{M,\text{CNT}} \left(1 + \frac{\Delta L_M}{L_{M,\text{CNT}}}\right) C_{\text{CNT}}\right) \left(1 + \frac{\Delta C_{\text{rdl-sgl}}}{C_{\text{CNT}}^{\text{es}}}\right)}} \] (164)

which is well approximated as:

\[ v_{p,\text{bundle}} \approx \frac{1}{\sqrt{\left(\frac{L_k}{N_{\text{CNT}}(1.2 + 2.3 \log(N_{\text{CNT}}))} + L_{M,\text{CNT}}\right) C_{\text{ES,CNT}}}} \] (165)

where we replaced \( C_{\text{CNT}} \) by \( C_{\text{ES,CNT}} \) since for a single CNT, \( C_{\text{Q,CNT}}^{-1} \sim \frac{1}{20} C_{\text{ES}}^{-1} \) (cf. Table 2 in section I.A.1.1). This original result provides a simple but rigorous form of the phase velocity in a CNT bundle in transmission line configuration (wire over ground) which can specifically be used for the cases of wire monopole and dipole antennas.

**IV.A.2.2.1.1.2) Discussion**

The expression found for the phase velocity therefore justifies neglecting the quantum capacitance for CNT antennas as has been done in our EM simulations. Furthermore it shows that, for the numbers of CNTs identified as the most interesting for the resonant antenna application considered in this PhD thesis, i.e. \( 10 \lesssim N_{\text{CNT}} \lesssim 1000 \), the phase velocity is:

\[ v_{p,\text{bundle}} \approx X(N_{\text{CNT}}) \sqrt{\frac{N_{\text{CNT}}}{L_k C_{\text{ES,CNT}}}} \approx \sqrt{N_{\text{CNT}}} v_{p,\text{CNT}} \] (166)

where \( v_{p,\text{CNT}} \approx \frac{1}{\sqrt{L_k C_{\text{ES,CNT}}}} \) is the velocity along a single CNT and:

\[ X(N_{\text{CNT}}) \equiv \sqrt{\frac{1.2 + 2.3 \log(N_{\text{CNT}})}{1 + N_{\text{CNT}}(1.2 + 2.3 \log(N_{\text{CNT}})) \frac{L_{M,\text{CNT}}}{L_k}}} \] (167)

varies between 1.27 for \( N_{\text{CNT}} = 1000 \) and 2.14 for \( N_{\text{CNT}} = 70 \) (1.85 for \( N_{\text{CNT}} = 10 \)).
Finally, for large values of $N_{\text{CNT}}$ we have the phase velocity of a classical conductor

$$v_{p,\text{bundle}} \approx \frac{1}{\sqrt{k_{M,\text{CNT}}C_{E,\text{CNT}}}}.$$  

Then at fixed CNT length $l_{\text{CNT}}$ the resonance frequency is given by:

$$f_{\text{res,bundle}} = \frac{v_{p,\text{bundle}}}{\lambda_{p,\text{bundle}}} \approx \frac{v_{p,\text{bundle}}}{4l_{\text{CNT}}} \approx X(N_{\text{CNT}}) \sqrt[4]{N_{\text{CNT}}} \frac{1}{4} v_{p,\text{CNT}}$$  \hspace{1cm} (168)  

Note that the resonance frequency is affected by the surrounding medium (typically air-substrate) through the permittivity in the expression of the electrostatic capacitance in the phase velocity and thus, neglecting the quantum capacitance, will vary as the inverse of the effective relative permittivity $\sqrt{\varepsilon_{r,m,\text{eff}}}$ like classical antennas.

Reciprocally, for a required $(f_{\text{res,bundle}},Z_{\text{in}})$, one can select the appropriate $(l_{\text{CNT}},N_{\text{CNT}})$. Indeed, for a dipole or a monopole with each arm long of $l_{\text{CNT}}$, neglecting the radiation loss, $Z_{\text{in}}$ can be calculated as [16]:

$$Z_{\text{in}} = Z_0 \coth(\gamma l_{\text{CNT}})$$  

which is fully defined by the previous equations. For a monopole over a perfect ground, the propagation constant $\gamma$ is the same as that of its equivalent dipole while the characteristic impedance is halved. Therefore the final input impedance is half of that of the equivalent dipole. The radiation resistance is halved as well so the efficiency is constant but the lower input impedance could help achieve a better impedance matching while using a moderate number of CNTs.

### IV.A.2.1.1.3) Input impedance for moderate and low-loss

We note that, for moderate loss, $\omega^2 \gg \left( \frac{R}{L} \right)^2$, the propagation constant is:

$$\gamma = \alpha + j\beta = \omega \sqrt{LC} \left( \frac{R}{2\omega L} + j \right)$$  \hspace{1cm} (170)  

and for a quarter wavelength:
\[ \gamma \frac{\lambda_p}{4} = \frac{1}{4} (\alpha \lambda_p + j2\pi) = \frac{\pi}{2} \left( \frac{R}{2\omega L} + j \right) \]  

(171)

Extending from [16], the radiation loss could be accounted for by adding a term of the form:

\[ Z_{\text{in},r} \approx -\frac{-R_{\text{rad}}}{\sinh^2(\gamma l_{\text{CNT}})} \]  

(172)

but this should be relatively small unless we are in the low loss regime \( \omega \gg \frac{R}{L} \) and therefore, since \( \gamma \approx j\beta \):

\[ Z_{\text{in}} = -j Z_c \cot(\beta l_{\text{CNT}}) \]  

(173)

\[ Z_{\text{in},r} = \frac{R_{\text{rad}}}{\sin^2(\beta l_{\text{CNT}})} \]  

(174)

**IV.A.2.2.1.2) Attenuation**

If \( \omega^2 \gg \left( \frac{R}{L} \right)^2 \), the wave amplitude attenuation over a propagation of a wavelength can be expressed as:

\[ A(\lambda_p/4) = e^{-\frac{\pi}{2} \left( \frac{R}{\omega L} \right)^2 \sqrt{1 + \left( \frac{R}{\omega L} \right)^2}} \sim \omega^{2\gg(\frac{R}{L})^2} \left( e^{-\frac{\pi R}{4\omega L}} \right) \]  

(175)

\[ A_{\text{dB}}(\lambda_p/4) \sim \frac{6.8}{\omega \tau \left( 1 + N_{\text{CNT}} \frac{L_{M,bdl}}{L_K} \right)} \text{ dB} \]  

(176)

For instance, for \( f = \sqrt{10} F_v \), and neglecting \( L_{M,bdl} \) which would further decrease losses, the wave retains at least 78% (-2.1dB) of its original amplitude. For even higher frequencies where \( \omega \gg \frac{R}{L} \) i.e. \( f \geq 10F_v \approx 530\text{GHz} \), it can be further approximated as:

\[ A(\lambda_p/4) \sim \omega^{2\gg(\frac{R}{L})^2} \left( 1 - \frac{\pi R}{4\omega L} \right) \]  

(177)

Then, for \( f = 10F_v \) the wave retains at least 92% (-0.7dB) of its original amplitude after a return trip in the antenna.
IV.A.2.2.2) High-loss regime

The tipping point between under-damped and over-damped dipoles is approximately for \( f = \frac{F_v}{2} \) where the wave is attenuated to 52% of its amplitude (-5.7dB). This confirms the approximate cut-off limit observed in our antenna study. Following usual definitions, the rigorous critical damping should be observed for \( Q = \frac{\omega L}{R} = \frac{1}{2} \) so, for a limited \( N_{\text{CNT}} \), at \( f = \frac{F_v}{2} \).

Finally, in the high-loss limit, \( \omega \ll \frac{R}{L} \) – i.e. \( f \leq \frac{F_v}{10} \approx 5.3\text{GHz} \) for a limited \( N_{\text{CNT}} \) and \( \tau = 3\text{ps} \) – the wave is asymptotically attenuated to about 21% of its original amplitude:

\[
A\left(\frac{\lambda_p}{4}\right) = e^{-\frac{\pi}{2} \frac{R}{\omega L}} \approx e^{-\frac{\pi}{2} \left(1 - \frac{1}{2} \left(\frac{\omega L}{R}\right)^2\right)}
\]

This is because the wavelength and the phase velocity decrease proportionally to \( \sqrt{\frac{\omega L}{R}} \) and become small compared to the lossless case:

\[
f \lambda_p = v_p \approx \frac{1}{\sqrt{LC}} \sqrt{\frac{2 \omega L}{R} \left(1 - \frac{\omega L}{R}\right)} \approx \frac{1}{\sqrt{LC}} \sqrt{\frac{2 \omega L}{R} \ll \frac{\sqrt{2}}{\sqrt{LC}}}
\]

Therefore if a BCNT antenna is designed in the low-loss approximation for a given frequency \( f_0 \) with CNT length \( l_{\text{CNT}} = \frac{\lambda_{p,\text{lossless}}(f_0)}{4} = \frac{1}{f_0 \sqrt{LC}} \) and \( \tau \) is varied in orders of magnitude around \( \tau_0 = \frac{1}{2\pi f_0} \) as is the case depending on the quality of CNTs used. Then as \( \tau \) decreases which is equivalent to \( R_Q \) increasing, the wave is attenuated well before reaching the end of the CNT bundle. Finally we can note that the characteristic impedance is large with real and imaginary part of same magnitude:

\[
Z_C \approx \frac{L}{C} \left(\frac{R (1 - j)}{\sqrt{2}} \left(1 + j \frac{\omega L}{2 R}\right)\right) \approx \frac{(1 - j)}{\sqrt{2}} \left(\frac{L}{C} \sqrt{R \omega L}\right)
\]
IV.A.2.3) Application to the study of CNT monopoles

This circuit model was implemented in an Excel workbook – the CNT Antenna Designer – to create design charts and allow parametric study of CNT-based monopole and dipole antennas. As reported in [179], we used this to extend the study of section IV.A.1.3) to resonances of bundled carbon nanotubes in the millimeter range and beyond where the previous results hinted for better achievable performance.

We propose to use this approach for the systematic study of bundles because the mostly analytical resolution makes it extremely efficient in terms of computation time – almost instantaneous on a modern laptop for our application. We use the same structure as before. Some geometrical considerations are omitted – the transmission-line model is derived for infinitely long CNTs so edge effects should be accounted for by an effective length while the capacitance for a monopole normal to the ground is slightly different than the approximated wire parallel to ground – but this has been addressed by introducing fitting parameters and setting them according to our previous EM simulations. Remarkably, the presented results are computed using a simple spreadsheet.

We present three typical lengths, the length being a simple parameter to modify in the spreadsheet: 1.25, 5 and 40 micrometer-long CNTs. These lengths can be realized by in-situ growth or even solution techniques for the shorter one – as discussed in section III.D). The resulting antennas resonate in the EHF (millimeter) band and beyond. They could be measured with vector network analyzers (VNAs, DC up to 500GHz), time-domain THz spectroscopy (TDTS, from a few hundred GHz) then Fourier-transform infrared (FTIR) spectroscopy.

The results are in accordance with our previous findings in EM simulators. Fig. 59 and Fig. 60 are intended as an abacus for CNT-based monopole design. On Fig. 59 are presented the two main antenna properties, namely resonant frequency and accepted power at 50Ω as a function of its two geometrical parameters: length and number of SWCNTs. Fig. 60 presents the gain in size as compared with a conventional copper antenna, this being the main property that makes a CNT-based antenna more interesting than a metal-based one.

We use these charts and parametric studies as an intermediary step in our design process (cf. Fig. 32). They are adjusted using preliminary full-EM simulation of simple
monopoles and allow a quick parametric extension of these results before proceeding to full-EM simulation of the selected designs for adjustments. The more complex steps of designing the real elements of the antenna – its feed, and optional reflectors or arrays transmission – and studying its radiation properties, possible surrounding elements, transmission configurations can then be led using full-EM simulation.

![Fig. 61](image1.png)

**Fig. 61.** Resonance frequency (dotted curves) and accepted power at 50Ω (plain curves) as a function of the monopole antenna geometrical parameters: length and number of tubes. 40µm (triangles), 5µm (squares) and 1.25µm (disks)-long CNTs are plotted.

![Fig. 62](image2.png)

**Fig. 62.** Size reduction factor (compared to a resonant copper antenna, dotted curves) and accepted power at 50Ω (plain curves) as a function of the antenna geometrical parameters: length and number of tubes. 40µm (triangles), 5µm (squares) and 1.25µm (disks)-long CNTs are plotted. Note the size gain is only dependent on $N_{\text{shells}}$. By operating at higher frequencies or higher impedance, the relative gain in size will be larger for a similar performance.

Although P.J. Burke’s study [16] had already been extended to bundles ([109], [119], [124]), the studies as such did not allow designing real antennas while our approach does by integrating this analytical approach as a design tool in a multi-model design process. We have shown that bundled CNTs allow the conception of tailored antennas for given ranges of frequency and impedance. As exposed in the next sections, our better understanding of the key parameters in this simple configuration in relation with experimental fabrication possibilities allows us to design real sub-wavelength antenna structures.
IV.B) THz characterization and THz FSS

Although the focus of this thesis is on antennas at RF frequencies, the simulation results indicate that CNTs are better adapted to higher frequencies – millimeter-wave, terahertz, infrared and even optical ranges – where most of the trade-offs vanish and common free-space measurement techniques allow experimentation on the material with minimal design. This can be verified with a variety of interesting experimental results, as summarized below. We point out a few interesting directions and draw conclusions useful for the design of electrically-short resonant antennas.

In [180]–[183], [140], G.Y. Slepyan, D. Seliuta, M. V. Shuba and coworkers demonstrate and analyze plasmon antenna resonances in SWCNTs treated in solution then either coated on silica fiber or deposited on silicon substrates. The measurements are made in ranges around 200GHz to 20THz and show a broad length-dependent dipolar resonance frequency. For these short, solution-processed SWCNTs with random orientation, at room temperature, the electron relaxation time is found to be $\tau = 150\text{fs}$ – in the expected range but 20 times lower than the value chosen by Hanson [10] and used in optimistic scenarios for lower frequency antennas in the present work. This corresponds to a lower cut-off frequency $F_{\nu} = \frac{1}{2\pi \tau} \approx 1\text{THz}$.

CVD-grown ultra-straight SWCNTs or few-wall CNTs may have a longer mean free path. They also offer the advantage of being scalable to lengths of tens to hundreds of micrometers. These lengths are necessary for antenna applications relying on the CNTs as a plasmon resonating part – while short solution-processed CNTs could be used for antenna loading or in Bucky paper form for conventional antennas.

It would be interesting to measure lattice-aligned SWCNTs or toppled vertically grown CNTs with a known length distribution by time-domain terahertz spectroscopy (TDTO) and Fourier-transform infrared spectroscopy (FTIR) to assess $\tau$ for this type of CNTs. Furthermore, engineering the lengths of the CNTs and the way they are connected would allow creating notch-band, narrow-band, multiple-band and broadband terahertz frequency-selective surfaces (THz FSS, see Fig. 63 for fabrication). One additional interest is that these THz FSS would be linear polarizers. Therefore for an incoming linearly polarized THz beam,
the contrast of filtered versus unfiltered frequencies could be adjusted by a simple rotation of the THz FSS.

![Fig. 63. Proposed fabrication of a THz FSS. 1) Catalyst is patterned on the substrate and CNTs are grown from it by CVD. 2) Masking with thick resist is patterned by photolithography and developed. 3) The unwanted CNTs are dry-etched by O_2 plasma then the resist is removed with acetone, leaving patterned CNTs where desired.]

This can be further analyzed with the example of the CNT THz polarizers made from mechanically toppled vertically-grown aligned SWCNTs (C.L. Pint, [184], [185]) demonstrated [134], [186] by L. Ren in J. Kono’s group (Rice University). A “non-Drude” resonance was observed at 10THz [187] for 75μm-long SWCNTs. A model including ohmic losses and scattering losses was used to explain it which shows a crossover between absorption-dominated losses at lower frequencies and radiation-dominated losses at higher frequencies. This is interesting for antenna applications since it shows that efficient radiation can be achieved at frequencies above 1.8THz in the described experimental case. The choice of a plasmon lifetime of τ = 10fs in [187] is surprising because it means a linear resistance of the CNTs 15 times higher than usually reported and leads to a lower cut-off frequency of 16THz for plasmon resonances where these may explain the shoulder in the experimental data. It also affects the crossover limit that will be lower for better CNTs.

These toppled CNTs are not suitable for the observation of a slow-wave effect in Drude resonance for two reasons. The first reason is the damping. These 75μm-long CNTs at the interface between air and silicon would geometrically resonate around 800GHz – or below if a slow-wave effect could take place. However τ = 10 – 150fs results in a lower cut-off frequency of 1-16THz. The second reason is the density of this uniform layer which prevents slow-wave effects. Indeed, assuming better quality CNTs and an appropriate cut-off frequency lower than the Drude resonances, these closely packed CNTs would still be coherently excited in at least an area ~ λ^2 ≥ (375μm)^2 for 800GHz. Taking 25CNTs/μm
laterally by 1CNT/75μm along the CNT direction we find the number of CNTs excited in phase to be \( N_{CNT} \geq 5 \times 10^4 \). At these values of \( N_{CNT} \), the magnetic inductance becomes predominant over the kinetic inductance, just as for our dipole antenna model. Hence, the hypothetical resonance would not be shifted to lower frequencies.

Therefore, there appear to be two types of CNTs suitable to realize our experiments. Delimited CNT bundles of arbitrary density could be used as long as the number of CNTs coherently excited remains below 1-2000. Hence the bundles would have to be separated by more than one wavelength. Otherwise the density would need to remain low enough to keep the number of CNTs in \( \lambda^2 \) below 1-2000. Hence, \( \lambda = kL_{CNT}, D_{lat,CNT} \leq \frac{1000}{k\lambda} \sim 1 - 10\mu m^{-1} \). This makes lattice-aligned CNTs good candidate with their inherent relatively low densities (0.1 to 10CNTs/μm in general and up to 50CNTs/μm reported [49], [169], [141], [142], [170], [171], [143]).

IV.C) Prototypes from lattice-aligned metallic SWCNTs on quartz

IV.C.1) Quartz dipole

This antenna design was initially proposed in [188]. Parametric studies and transmission studies were reported in [189], [190] and it was discussed as part of broader scopes in [168], [173]. The simulations are based on metallic SWCNTs using the model developed in section II.B).

IV.C.1.1) Design and experimental realization

The planar dipole antenna design consists of two identical strips of metal aligned longitudinally on the surface of a substrate and separated by a gap, as shown on Fig. 64. An EM field is then applied in the gap through a lumped port. We adapt this simple structure to make a CNT-based electrically-short antenna. The two strips of metal are replaced with aligned SWCNTs of uniform length cut in their middle to constitute the two arms.

This design is compatible with CNTs grown horizontally on a substrate, in particular lattice-aligned CNTs grown on quartz by catalytic chemical vapor deposition (CVD). Indeed, as we explained previously, reported CNT lengths with this technique range up to millimeters while densities range from 0.1 to 50 CNTs/μm [49], [169], [141], [142], [170], [171], [143].
This is well suited to tailor a strip of aligned CNTs to the desired characteristics (number of CNTs and physical dimensions) for the application considered in this PhD thesis.

Fig. 64 CNT dipole on quartz substrate that would be realized by lattice-aligned CVD growth then O₂ plasma etching. Fig. 65 Demonstration of the fabrication process by the fabrication of Au/Ti CPW gap electrodes over CVD grown CNTs with scratch catalyst.

The planar antenna can be realized in two different ways using lattice-aligned CNTs grown on quartz by TCVD (cf. III.B)). One method is to grow CNTs uniformly on the substrate from parallel catalyst lines then use photolithography to protect the CNTs of the antenna with a mask and proceed to etch the unwanted CNTs by reactive ion etching (RIE) using O₂ plasma. The second method is to pattern the catalyst by photolithography to only grow CNTs where desired. The CNT length and density may be tuned by growth time and catalyst spacing provided the catalyst is of reproducible quality. Using standard photolithography a 2-µm resolution can be achieved and hence, using the appropriate CNT density, the number of CNTs is controlled with a precision ranging from 1 to 100 CNTs – as a trade-off to antenna width.

These monolayer CNTs are extremely flexible and may be transferred to any desired substrate while retaining their alignment and configuration [141], [142]. This offers many possibilities for antenna design. An optional additional step is therefore the transfer of the CNTs to substrates with appropriate permittivity or other interesting properties such as flexibility (e.g. Kapton) that can be used regardless to their resistance to heat. The density may also be increased by multiple transfer steps.
Initial demonstrations of growth of high-purity SWCNTs on quartz in CINTRA and of a full fabrication process of RF-electrode-contacted CNT structures are illustrated by the fabricated CNT characterization structure shown in Fig. 65.

IV.C.1.2) Parametric study

We aim at integrating this antenna in systems which means meeting or formulating resonance frequency, bandwidth and feeding impedance requirements. For instance, to characterize the antenna experimentally with significant signal on a vector network analyzer, impedance matching to 50 Ω may be required. The techniques are usually narrow band and correspond to known impedance. A good prior knowledge of the antenna is thus necessary. It can only be achieved through careful theoretical investigation and characterization of the CNTs used for the antenna fabrication.

Many parameters influence the frequency response of this antenna. We divided them as CNT characteristics, antenna geometrical configuration and bundle parameters. Although a circuit interpretation [179] can give some indications on their effect, the non-conventional scales and effects due to the SWCNTs can lead to misinterpretations. On the other hand, full-wave simulation with the technique exposed in II.B) provides a fast and intuitive tool guaranteeing to take all effects into account. It additionally allows for the study of the integration of the antenna with feeding structures, in arrays or in a transmission link as in section IV.C.1.3).

A parametric study of the SWCNT on quartz antenna is thus carried out with EM simulation in HFSS using the SWCNT bulk model presented in section II.B.3).

IV.C.1.2.1) CNT characteristics

The values $\gamma_0$ (overlap integral determining the Fermi velocity in CNTs) and $\tau$ (plasmon lifetime in CNTs) used in the model are phenomenological constants that depend mainly on the SWCNTs quality and arrangement. Here, we study their effect on the frequency response of a 4-micrometer-wide 160-micrometer-long planar dipole antenna made of two arms of 80 SWCNTs each separated by a 4-micrometer gap. The ranges of values chosen correspond to those found in literature.
Fig. 66. Effect of $\gamma_0$ on the frequency response of a CNT-based antenna. Return loss at $50\Omega$ plotted from 0 to 300GHz for $\gamma_0 = 2.5$, 2.7 and $3eV$. The antenna arms are 78um-long by 4um-wide, made of 80 aligned CNTs each and separated by a 4um gap fed with a 50-$\Omega$ lumped port.

On Fig. 66, the return loss of the antenna is plotted against frequency for $\gamma_0$ varying in its experimental range. As one would expect, the effect of $\gamma_0$ is rather limited as its value only varies by $\pm 10\%$ and only the module of the conductivity is affected, linearly, leaving the relative weight of the imaginary and real part of the conductivity with frequency unchanged.

Fig. 67. Effect of $\tau$ on the frequency response of a CNT-based antenna. Return loss at $50\Omega$ plotted from 0 to 300GHz for $\tau = 0.10ps$, 0.32ps, 1.0ps, 3.0ps and 3.2ps. The antenna configuration is identical.

On Fig. 67, the return loss of the antenna is plotted against frequency for $\tau$ varying in its experimental range. Here, since the range covers an order of magnitude, $\tau$ is varied on a logarithmic scale and the effect is very pronounced. As expected, the antenna is over damped when its fundamental resonance frequency is below $F_0(\tau)$ which can vary from 50GHz to
1.5THz. High-quality CNTs are thus a critical element to produce plasmon resonances. Indeed, the presence of impurities and bends in the carbon nanotubes impacts the value of the plasmon lifetime.

**IV.C.1.2.2) Antenna geometrical configuration**

For the design and experimental realization of the antenna, it is important to understand how topological variations affect its response. We use the same planar dipole antenna design with 78µm-long 80-SWCNT arms – but we vary the arms width and the gap width to study their influence. We show that these topological variations affect the response of the antenna on a logarithmic scale only.

Because various CNT densities may be achieved experimentally, it is important to consider the effect of density if a fixed number of SWCNTs were to be used. To address this, we simulated the antenna with a logarithmic progression of width from 1 to 32µm. The return loss at 50Ω versus frequency is plotted on Fig. 68 and resonances are renormalized at 1 kΩ and compared on Fig. 70 a). As long as the aspect ratio of the antenna arm remains high, the resonance frequency is unchanged. However, when the aspect ratio becomes lower than 10 (here $D_{\text{CNT}} \leq 10/\mu m$), the resonance frequency gradually shifts lower which can be interpreted as increased arm-to-arm capacitance. It is actually a classical result that a dipole resonance shifts lower in frequency and its bandwidth increases with increased width. From 5 to 10 CNTs/µm the effect is still moderate.

Feeding the dipole with a realistic feed line may require widening its feed gap. Hence, we simulated the antenna with a logarithmic progression of gap width from 4 to 128µm and the results are presented on Fig. 69 and Fig. 70 b). They show that, if the arm length remains constant, widening the gap should not affect the antenna resonance much. Indeed, most of the effective length seen by the EM wave is due to the CNT arms, which correspond to about 2mm of total equivalent propagation in vacuum at 75GHz. Hence spacing up to 130µm on quartz (equivalent to 200µm in vacuum) has little influence on the resonance frequency. The return loss is somewhat degraded with increased width which we interpret as the effect of the lesser confinement of the field in the gap region. Note that, conversely, when the gap is varied at constant dipole length, the frequency shifts upward, accounting for a substantially shorter effective length due to the different propagation speeds in the gap and in the CNTs.
Fig. 68. Effect of antenna width on the frequency response of a CNT-based antenna. Return loss at 50Ω plotted from 0 to 300GHz for $W_A = 1, 2, 4, 8, 16$ and 32μm.

Fig. 69. Effect of feeding port gap width on the frequency response of a CNT-based antenna. Return loss at 50Ω plotted from 0 to 300GHz for $W_{Gap} = 4, 16, 32, 64$ and 128μm. The arms are kept 78μm-long each.
IV.C.1.2.3) Bundle parameters and trade-offs

As for the ideal monopole covered in section IV.A), the main design parameters of these electrically-short antennas are the number of CNTs in each arm ($N_{CNT}$) and their length ($l_{CNT}$). A number of simulations were run to cover comprehensively the possible designs. Fig. 71 summarizes these many results. It describes the performance of CNT based dipoles on quartz as a function of number of CNTs in each arm (x axis) and length of the CNTs (the different curves). Fig. 71 a) indicates the resonance frequency and input impedance at resonance while b) gives conjugate quantities; size reduction and return loss at 50Ω.

Fig. 70. Summary of the effect on the primary resonance of a CNT-based antenna of a) Antenna width from Fig. 68; note a slight frequency dip for wider values and relatively constant return loss. b) Feeding port gap width, the arms being kept 78-µm-long each, from Fig. 69; note a constant frequency and only slightly increasing mismatch.
Fig. 71. Characteristics of 50-Ω-fed planar SWCNT-based dipoles as a function of $(N_{\text{CNT}}, l_{\text{CNT}})$ a) Resonance frequency and input impedance b) Size reduction and return loss. Dipole lengths are 40 (▲), 80 (●), 160 (X), 320 (♦), and 640 (■) µm with constant 4-µm gap and 4-µm arms width.

As expected, the same trends arise than those observed by EM simulation and explained by circuit analysis for the ideal monopole. By fitting the curves on Fig. 71, we find that the size reduction is only dependent over the $N_{\text{CNT}}$ used: $K_{\text{red}} \approx \frac{50}{\sqrt{N_{\text{CNT}}}}$ while, with minor variations, $f \approx \frac{1600}{l_{\text{CNT}}} \sqrt{N_{\text{CNT}}}$ and $Z_{\text{in}} \approx 400 \frac{l_{\text{CNT}}}{N_{\text{CNT}}}$ in (µm, GHz, Ω). Here we limited the study to VNA measurable frequencies – up to 300GHz. When limited to these frequencies our charts show that the input impedance necessarily exceeds 200Ω for configurations of less than 256 CNTs which coincides with a reduction factor $K_{\text{red}} \approx 4$. Hence to operate with 50-Ω electronics at technologically relevant frequencies, one should not expect to reduce the size of CNT resonant antennas more than four times with respect to their classical equivalent metallic antennas.

Another, maybe more interesting, application of these antennas is an asymmetric wireless link acting like an impedance transformer between high-impedance nano-components directly connected to/incorporating an impedance-matched CNT antenna and usual microelectronics connected to a classical directive antenna [190].
IV.C.1.3) Transmission

Wireless on-chip communication [12], [191]–[193], [28] could be the ideal application for CNT-based antennas as they save footprint over classical antennas, can operate at higher frequencies and their limited efficiency can be accommodated for short distances. This is a developing field presenting interesting properties such as easier layout and potential higher integration density. Here we investigate the use of CNT-based antennas with high-impedance and 50-Ω components in symmetric and dissymmetric links.

IV.C.1.3.1) Symmetric links

We studied the feasibility and interest of a transmission link using CNT-based electrically-short dipoles. Using 1-µm-long single-SWCNT arms resonant at 1.3THz the resonance peak improved the transmission by 50dB over gold [189]. However due to the limited extent of the antennas and their quasi-isotropic radiation pattern, the transmission was limited to very small range, with values of -11dB at 1µm spacing if the antennas were excited with a 1150-Ω mode (or -28dB at 50-Ω). The high impedance may be well-suited to nanodevices but is not adapted to common RF electronics while the THz frequency is in a still challenging band.

In an attempt to make longer-range transmission from lower-impedance antennas at currently more sensible frequencies we led a study relying on the structures illustrated Fig. 73. We picked a relevant design in terms of impedance, resonance frequency and size reduction. The planar dipole has 40µm-long 256-CNT arms, resonates at 217GHz and presents 370-ohm input impedance. This makes it 4 times smaller than its metallic counterpart.

It was studied in symmetric transmission both with antennas side-by-side and antennas disposed on either side of the substrate for 3D electronics integration. For both configurations and for each spacing value the plasmon resonance of the antennas was translated into a transmission improvement over classical metal in the same antenna configuration. The transmission is 5dB better at 10µm spacing, where coupling plays an important role, and up to 15dB better through a 500µm substrate [189].

The side-to-side transmission at resonance was reported on Fig. 73 and the detailed results may be found in [189]. However, the transmission level even at tens of micrometers
was too low (cf. Fig. 73; -10dB at 10µm, -24dB at 40µm) to use as replacement to usual interconnects. It could nevertheless be sufficient to characterize the antennas themselves.

IV.C.1.3.2) Dissymmetric links

If usual transmission is clearly not interesting for CNT antennas, an interesting application would be to communicate with nanodevices. Indeed the intrinsically high impedance of these antennas is better suited to connecting high impedance devices rather than classical 50Ω ones. Additionally, the CNT antenna dimensions are better matched to nanodevices. Classical electronics could be linked to nanodevices through a dissymmetric antenna link; a conventional full-size antenna collects more of the emitted field from the CNT antenna when further and can be matched to 50Ω while the CNT antenna is high impedance, thus realizing an interesting impedance conversion. We present two such structures.

IV.C.1.3.2.1) CNT-dipole to conventional dipole

Here, a conventional full-size 50-Ω dipole is placed facing the CNT dipole described earlier. The field and mesh are presented on Fig. 72 to give an appreciation of the scales involved. It can be seen on Fig. 73 that the transmission range is much improved in this dissymmetric case. The transmission levels remain fairly low for conventional communications but allow a communication over a one millimeter range which is sufficiently large for mechanical placement of a probe at the vicinity of the CNT antenna in specific applications.

![Fig. 72. Left: Plot of the E-field magnitude at the common resonance of a conventional dipole (top) and a CNT dipole (bottom). Right: idem but zoomed-out and showing the FEM mesh.](image)
IV.C.1.3.2.2) Contactless read-out of nanodevices

Here, we propose an approach to read information from or communicate information to nanodevices in a more versatile way. Nanodevices would be fabricated with a well-matched high-impedance CNT dipole antenna – here at 300-370Ω – and arranged on the surface of a chip. The chip would then be scanned by a microantenna – typically a high-frequency horn antenna (cf. Fig. 74). These have the advantage of being directive, broadband and linearly polarized – an ideal match to our tiny, quasi-isotropic, narrow-band, linearly polarized CNT dipoles as we will explain.

Fig. 73. Dipole-to-dipole transmission. Inset: Two CNT antennas on a quartz substrate side-to-side.

Fig. 74 Scheme of the contactless read-out of nanodevices incorporating CNT dipoles using a horn antenna. The horn is typically one order of magnitude larger than any of the CNT
dipoles. Inset: profile view showing the horn is brought very close to the surface and reads only one zone at a time.

The directivity of the horn and its comparatively large geometrical extent allow a better transmission to and collection from the small CNT dipoles than with a less directive antenna. The quasi isotropic radiation of the CNT dipoles brings robustness against misalignment. Furthermore, in a single read-out zone, several small (narrow band) dipoles of different lengths could be crammed instead of a single classical dipole thus improving the data rate through frequency multiplexing or enabling several different read-outs on a single area through the (broadband) horn antenna. Finally, because both horn antennas and dipoles are linearly polarized, by using dipoles in normal directions one could read only the dipoles in one of the directions then the others by rotating the horn antenna probe by ninety degrees. This would allow stacking up two chips or using the same CNT lengths twice in the same area to double the number of addressable channels.

Fig. 75. Horn antenna facing a CNT dipole on quartz. The small boxes are larger than the CNT dipole, that they contain, and smaller than the horn antenna. They do not have any physical impact but help guide the automatic refinement of the mesh in HFSS and keep it progressive.
We have run a few simulations around 220GHz again to support the concept. A dielectric-(quartz)-filled horn-antenna was designed starting from a WR-5 waveguide standard and reducing the dimensions according to the permittivity (cf. Fig. 75). Using a dielectric-filled horn antenna with the filling dielectric matching the nanodevices substrate permittivity is necessary to prevent a high return loss at the horn input due to the reflection of waves at the air-dielectric interface right at the output of the horn antenna. If the CNT antenna is operated sandwiched in the dielectric, its size should be even shorter, by about $K = \sqrt{\varepsilon_r/\varepsilon_{r,eff}} \approx 1.25$ for quartz and air. In the end we use 29μm-long-CNT arms with a 300Ω input impedance.

The input impedance for the horn and dipole antennas is plotted on the smith chart on Fig. 76. It shows the dipole antenna is relatively well-matched from 190 to 250GHz and the horn antenna is over most of the frequency range studied.

We then vary the spacing of the horn to the dipole with three configurations corresponding to possible applicative cases:

- horn in contact with the substrate – leaving a propagation over $\Delta z = 1.78\text{mm}$ from the dipole to the entrance of the waveguide
- edge of the horn 1mm away from the substrate, $\Delta z = 2.82\text{mm}$.
- edge of the horn 5.3mm from the substrate, $\Delta z = 7.09\text{mm}$

The return loss is plotted on Fig. 77 for both antennas in the different configurations. We can observe that the dipole retains a relatively low return loss despite the change in environment and less than 10% shift in frequency. On the other hand the horn is affected by a return loss about 5dB higher in the 170-260GHz range and even more at lower frequencies. Its frequency response becomes mostly flat, remaining in the -6 to -10dB range, when the horn is separated from the substrate. This is due to the dielectric-air interface at its output. This could be reduced by matching the permittivity of the medium between the antennas and that of the substrate and the filling of the horn i.e. read-out in a fluid or use air-cavity or suspended-CNT dipole antenna.
Fig. 76. Smith chart of the horn antenna (blue and green) and dipole antenna (red and orange) for frequencies 170-260GHz and 100-180GHz at nominal spacing i.e. quartz substrate stuck to the horn, 1.78mm to the entrance of the waveguide.

Fig. 77. Return loss of the horn antenna (dash) and dipole antenna (solid) in the range 100-260GHz for different spacing values: 1.78mm (orange and red), 2.82mm (grey and dark purple), 7.09mm (purple-blue and blue). Values below -30dB were truncated: horn plotted from 105GHz and values around resonance of the dipole at 220GHz in the nominal configuration (-57dB) truncated.
Fig. 78. Transmission between the dipole and the horn antennas at three different spacing values: 1.78mm (contact), 2.82mm (edge of the horn 1mm from the substrate), 7.09mm (edge of the horn 5.3mm from the substrate). The transmission levels are sufficient for the application we describe. Non-contact read-out is possible by hovering a few millimeters over the substrate but reduces the signal by 10 to 20dB.

To conclude, although low, the transmission levels, as plotted on Fig. 78, are sufficient for the read-out application we describe. Non-contact read-out is possible by hovering a few millimeters over the substrate but reduces the signal by 10 to 20dB. There is a step in loss when the horn and substrate are separated because of the reflection at quartz-air interfaces as we analyzed from the return loss. The simulations also show that transmission at contact is -30dB when polarizations are parallel and -54dB when they are crossed, leading to an excellent contrast of 24dB between cross polarizations. Finally lateral misalignments of up to 200μm, more than three times the total length of the dipole and a fairly large mechanical placement error margin, affect the transmission level by less than 1dB.

IV.C.1.4) Conclusion of the planar dipole study

We have developed tools to study the various parameters of an experimentally realizable CNT-based electrically-short antenna. We have also used these tools to study various possibilities of wireless on-chip communication. The transmission remains low. We have shown however that opportunities lie in asymmetric transmission link to bridge micro and nano-electronics.
While the antenna may be directly connected to nano-devices or operated in reflect-array, filter configuration in future applications, the most direct way to characterize its RF response remains to contact it ohmically to metal electrodes. These, in turn, allow reproducible contact to probes or connectors and thus to a vector network analyzer to measure the return loss and transmission in a symmetric or asymmetric link. Let us therefore consider possibilities of experimentally feeding the antenna with a 50Ω probe.

**IV.C.2) Coplanar-waveguide-fed dipole and monopole**

**IV.C.2.1) Coplanar-waveguide-fed dipole**

An initial feed design for the quartz dipole was studied and is illustrated on Fig. 79. It is based on a classical coplanar waveguide (CPW) structure that can be directly connected to a vector network analyzer using standard CPW probes. The VNA probe to be used determines the minimum size of the pads (25x35μm for Infinity probes) and maximum pitch (100-150μm usually). The contact pads should have a 50Ω characteristic impedance to guarantee the placement of the probe in this designated area will not affect the measurement. Hence the proportions are set for the contact pads. We use TXline, a free utility from AWR to calculate the CPW line parameters. Additional non-50Ω sections can be added to realize both dimension and impedance matching to the CNT antenna, as illustrated on Fig. 79. A tapered section or a quarter-wavelength section of specific characteristic impedance are the two most straightforward approaches in our case. The design was successfully simulated, demonstrating good excitation of the classical antenna. For CNT antennas however relative complexity emerges from the disproportionate scales.

An additional challenge – also true for all subsequent designs – lies in the large uncertainty on the actual impedance of the CNT antenna that will be produced experimentally. This is both because of the large variability of CNT properties observed in literature and because of the variability in number of CNTs actually connected. These challenges may be addressed through robust design (broadband impedance matching, match density and resolution limit to limit the uncertainty on the number of CNTs to a negligible fraction of the desired number, etc.) and through refined CNT growth recipes ensuring reproducible densities and uniform CNT quality. Another configuration for a CNT dipole which has similar constraints but – as it is placed as the radiator in a Yagi-Uda configuration

154
is more directive can be found in [194]. The reflectors and directors could also be made out of CNTs.

Fig. 79. Tentative coplanar waveguide (CPW) feed designs for planar dipoles. One arm is connected to the ground (G) and one to the signal (S) of this GSG probe. a) Classical dipole; the feed seems to work but may participate in the resonance. b) Ideal CNT dipole (same width-length ratio as classical one); the line is linearly tapered to accommodate the dimensions of the antenna and realize the impedance matching. c) Realistic design for a CNT dipole with two constant-characteristic-impedance lines connected through a taper and CNT density 1/μm.

IV.C.2.2) Coplanar-waveguide-fed monopole

IV.C.2.2.1) Feed design and general considerations

A second approach we adopted was to simplify the design by transforming the dipole in a monopole. It is also fed by a CPW. This time, however, the CNTs are oriented in the same direction as the propagation of the line. The antenna is simply a CPW line terminated by an open circuit, with the CNTs forming a monopole antenna with the CPW adjacent ground. This also has the advantage of cutting the input impedance of the antenna by two which is non-negligible for these not so dense CNTs and their rather high impedances.

This design also aligns the CNTs with the electric-field lines. Indeed, a CPW is a balanced waveguide that propagates quasi-TEM modes such that the electric-field lines loop from the central conductor (signal) to each of the lateral conductors (ground) [195] – thus circling the slots – while the magnetic field lines loop around the central conductor. Along the line the CNTs should thus be disposed vertically on the conductors or horizontally in the transverse direction in the slots for maximal interaction. At the end of the line, with an open
circuit, the E-field lines close in a pattern similar to the transverse ones as illustrated on Fig. 80. The designs each include 50Ω contact pads, a quarter-wavelength impedance-matching section and a small taper, guaranteeing a smoother transition and easier fabrication by photolithography than a step.

Fig. 80. Illustration of the design of the CPW horizontal-CNT monopole.

The antenna is designed using a quartz substrate for a number of reasons. The first is technological; no transfer step is required when fabricating the antenna from lattice-aligned CVD CNTs which coincidently are some of the best quality CNTs and most stable processes available. The second is that quartz is an excellent substrate for antennas since it has very low loss and a relatively low permittivity. The low permittivity is especially important in our design because it implies transmission lines will be wider (e.g. than on Si) and thus connect to enough CNTs without an additional widened line section that would complicate both design and interpretation. Additionally, because the antenna is lying flat on the surface of the wafer, at the interface with air, it sees an effective permittivity: $\varepsilon_{r,\text{eff}} \approx \frac{\varepsilon_{r,\text{substrate}}}{2}$. Hence if the substrate permittivity is too high the E-field will be confined, limiting the radiation.

IV.C.2.2.2) CNT strip design and improved conductivity

IV.C.2.2.2.1) CNT density and lengths variation

The CNT part was designed to experimentally sweep a large range of CNT densities and lengths. To improve or tune the achievable CNT density, catalyst lines delimiting the antenna are repeated with a given step $\Delta y_{\text{Catalyst}}$. As will be described in IV.E), we designed a photolithography mask allowing the fabrication of three different types of CNT antennas based on two types of CPW feed. For each design, the mask design allows the fabrication of 6 identical rows of antennas per sample. We varied the border-to-border catalyst spacing
\( \Delta y_{\text{catalyst}} - w_{\text{catalyst}} \) (where \( w_{\text{catalyst}} = 6 \mu \text{m} \) is the width of one line) for each row on a logarithmic scale and separated the rows in two halves. One half has catalyst lines covering a length of \( \sim 150 \mu \text{m} \) while they cover \( \sim 300 \mu \text{m} \) for the other. For the top row there is only one catalyst line which allows fabricating any CNT length by tuning the growth time. Detailed values can be found in section IV.E.2.2).

Finally the number of catalyst designs included in the mask was doubled without increasing the footprint on an already packed mask. Laterally shifted inter-rows were added to the initial ones. The CPW feeds can then be aligned on the original rows or on the inter-rows, the unwanted ones being covered by the CPW ground.

This design allows making the most of the CNTs conductivity while possibly increasing the lengths and densities achievable. Because we use a very thin film of metal (<1nm) or a solution-prepared catalyst, after annealing, the catalyst lines are not continuous but rather made of small metal droplets with relatively low density which can allow growing CNTs to pass through or – more probably – get entangled with the local root of CNTs, thus creating an initial contact or junction. Furthermore \( \Delta y_{\text{catalyst}} \geq 20 \mu \text{m} > MFP \) for all spacing values so the discontinuities should not induce too much additional resistance.

**IV.C.2.2.2.2) Improved effective conductivity with metal inserts**

This design also allows an interesting way to improve the effective conductivity of the antenna. Indeed, using the dark-field mask and positive photolithography, a first exposure with the catalyst lines pattern aligned over the initial catalyst spots then a second exposure with the CPW electrodes pattern can be realized before developing, thus opening all these parts before metal deposition. Finally, with only one additional exposure step, the antenna is realized with coplanar access to a CNT strip with regularly spaced metal inserts. This is illustrated on Fig. 81.
Fig. 81. Steps to fabricate horizontal monopole antennas with CNT strip radiator enhanced with metal inserts. a) Photolithography-defined catalyst lines, b) CNT growth, c) definition of electrodes, d) definition of metal inserts (using the same design as catalyst or denser lines) by second photolithography exposure followed by e-beam deposition of metal and lift-off.

These metal inserts do not shunt the CNTs since they are physically separated but improve the electric connection from one part of the CNT strip to the next. Additionally, since at operating frequency the CNT strip is long of about a quarter-wavelength, the alternated metal-CNT structure is small compared to the wavelength and is seen as an effective medium with a conductivity the sum of the ohmic conductivity (CNTs and interconnections at the catalyst) and of an additional percolation conductivity. CNT decoration with gold nanoparticles, which was demonstrated to help detect CNTs by Surface-Enhanced Raman Spectroscopy [196] may also help in this way.

IV.C.2.2.3) Initial fabrication results on designed CNT strips

Initial growth results for this process, one of the last ones attempted, are reported on Fig. 82. Here we used a thin (<1nm) film of e-beam-deposited iron patterned by standard photolithography into thin strips normal to the lattice/growth direction of the quartz substrate. The growth recipe and run were E0.09 as reported in Appendix 6, the same than for the other horizontal CNT growths reported in section III.B.3). The CNTs and possibly left-over iron seem to form a well-connected structure as there appears to be some dipolar electron absorption-scattering. This could be due to charge absorption when the scanned e-beam first touches the CNTs then increased scattering as the CNTs become saturated in electrons.
Fig. 82. CVD-grown multi-catalyst-lines CNT strips. The strips may be used as such as dipoles in free space or connected with the CPW feed described in this section to form a monopole. The imperfect patterning is due to small issues in the lift-off process. Dipolar behavior and close-up views confirm the good connection of the multiple parts of each strip – that can still be improved by adding metal over the former catalyst lines.

IV.D) Prototypes from vertically-grown CNTs

As, we have seen in the previous sections, the ideal CNT number in a monopole intended to be an electrically-short resonant antenna is in the 10-1000 range for size reduction factors of ~20 to 2. In the case of vertical CNTs it is quite challenging to realize an array with so few CNTs because of the very high areal density they present. It is desirable in applications where they are used as interconnects or absorbers but, in our case, it requires micrometer to sub-micrometer definitions – in the order of magnitude of the optical resolution limit – to
define the CNT array. An additional challenge is the aspect ratio of these arrays. Indeed CNT
lengths of tens to hundreds of micrometers are required in the frequency range we are
targeting (200-300GHz).

Nevertheless, the expertise of the group of Beng Kang Tay in CINTRA/NTU EEE in
vertical CNT array growth probed us into exploring designs relying on these types of CNTs
and into finding techniques to work around these limitations and push the experimental
boundaries.

We report on the non-trivial feed design for these uncommon antennas and on the
techniques and designs developed to address the aspect ratio and robustness issues of the
vertical CNT arrays.

IV.D.1) Design

The problematic here was to adapt the ideal case presented in section IV.A) to a
feasible experimental antenna including a CPW feed for measurement with a VNA and CPW
probes. A vertical monopole is designed but concerns on its robustness lead us to investigate
two improvements. The cross-sectional shape of the rod is optimized for improved robustness
and preferential toppling directions as the final solution seems to be a vertically-grown
topped monopole.

IV.D.1.1) Vertical monopole

Two KOH-cavity-based monopole designs were elaborated and studied before the
much simplified final vertical rod design was adopted. They are exposed for reference in
Appendix 8 in their quality of experimentally unimplemented concepts.

The final vertical antenna design stems from designs of classical quarter-wavelength
CPW-fed vertical monopoles proposed by Y.K. Yoon and B. Pan in [197]–[200]. The main
principle is to use the quasi-infinite ground plane of the CPW line as the ground for the
antenna. The ground plane is therefore very close to the rod enabling good coupling and the
antenna design is mostly substrate-independent except for the dimensions of the CPW feed.
Furthermore, with CNT monopoles, the fabrication process is limited to two steps of
lithography and metal deposition – one for the fabrication of a metal plane with the CPW slots
and one for the patterned deposition of the catalyst for the growth of the monopole – and one
step of CVD growth. The CPW feed is also well adapted for high frequencies and will allow measurement of the antenna directly with a VNA connected to a probe station. In this design, as for the microstrip feed, the monopole is aligned with the electric-field lines. The general design is shown on Fig. 83 a).

Fig. 83. CPW-fed vertical CNT monopole. a) General design. b) Transmission configuration. c) Transmission level vs. antenna spacing at 300GHz. The results of the horizontal CNT dipoles at 220GHz are also included.

The CNT monopole parameters were determined using the CNT Antenna Designer spreadsheet elaborated in section IV.A.2) and the CPW feed was designed and integrated by Christophe Brun. The design and simulation with CNTs were made possible by using the EM bulk model and simulation methodology I established in [71] as reported in sections II.B) and II.C). Designs at 96, 216 and 300GHz were studied and optimized as reported in [172], [173]. The bundle is made of 1000 CNTs for a radius of 2.2μm and lengths of 300, 150 and 100μm respectively while classical metallic monopoles in this configuration resonate at these frequencies for lengths of 760, 350 and 250 μm respectively – about 2.5 times longer. Hence the CNT antennas are slightly above the conventional definition limit of electrically-short antennas. The gain over metal antennas of the same dimensions due to current distribution might be less than 1.6 but the resonance still allows a good impedance matching where the metal rods would not. Even ruling out the size reduction, direct growth of patterned vertical CNTs could be an interesting technological alternative to photopatternable epoxy SU-8 pillars or magnetic lifting [199] to create high-aspect ratio vertically standing structures.

The transmission antenna-to-antenna was studied in facing antennas configuration (Fig. 83 b)). The transmission versus antenna spacing is reported on Fig. 83 c) where we
included some of the horizontal dipole transmission results from IV.C.1.3) as a reference although the differences in operating frequency (220 and 300GHz), structure – and thus effective medium – and size reduction (4 vs. 2.5) do not allow a direct comparison.

This configuration is implemented in the mask described in section IV.E) with various spacing values. The design at 216GHz will be referred to as C with metal below the rod and D with holes in the metal layer corresponding exactly to the shape of the rod for the pattern arrangement V we define then. The design at 300GHz will be referred to as A with metal below the rod and B with holes in the metal layer corresponding exactly to the shape of the rod for the pattern arrangement Y we define then. Finally an additional feed design compatible with 1000-CNT rods resonating between 150 and 350GHz is added, with metal under the rod, and referred to as E.  

IV.D.1.2) Aspect ratio issue and monopole cross-sectional shape

On one hand, the standing monopole design requires a low number of CNTs – 1000 or less – resulting in a CNT bundle diameter of 5 µm and below. On the other hand the CNT bundle needs to be sufficiently long for resonance at the desired frequency – 100 µm at 300GHz or 300 µm at 100GHz for a size reduction of ~2.5 in air. This leads to the main practical limitation of the design exposed in the previous section: a very high aspect ratio at common CNT densities and measurable frequencies. A rod presenting this kind of aspect ratio is difficult to achieve during the growth and mechanically instable. To reduce the aspect ratio, let us look at the various parameters and see whether we can work our way around the limitation.

Firstly, the necessary length is determined by the frequency (inversely proportional to the length) and the number of tubes (reduction factor). The lowest achievable number of CNTs depends on the density and the lithography resolution. The photolithography limits us to a resolution of 2µm at best. A lower density would be desirable but cannot be achieved as the vertical growth relies on the Van Der Walls force.

In Fig. 84, we propose rod designs that allow maximizing the footprint while keeping a lower number of CNTs than a circular base rod. They take into account 1.5µm resolution limits of photolithography. A 3-pointed-star pattern appears to be the optimum. These designs have been included in the monopole mask for mechanical test.
Fig. 84. Alternative rod designs for the standing monopole. Next to each design are indicated 1) the number of CNTs involved by the cross-section at resolution limit 2) the proportion of CNTs compared to a disk of similar footprint 3) the aspect ratio for this rod for 100µm height.

We plot the number of CNTs in different shapes of bundles as a function of their effective external radius on Fig. 85. The number of CNTs in the three-pointed star progresses much slower with the increasing dimensions. At resolution limit however the three arms become difficult to define. We derived a modified expression for the calculation of the area covered by a resolution-limited three-pointed star and thus its number of CNTs:

\[
N_{CNT,\text{star}} = D_{NT} \left( 3 \left( \frac{1}{2} \pi r^2 + (w - 2r)r + w(l - r) \right) + \frac{\sqrt{3}}{4} w^2 + 3 \left( \frac{5\sqrt{3}}{12} - \frac{\pi}{6} \right) r^2 \right)
\]  

(181)

where \(r\) is the radius of resolution and \(w\) and \(l\) are the width and length of the arms of the three-pointed star.

For the mask described in section IV.E), following these observations, we chose to include the six designs listed in Table 5. This way we include designs with minimal number of CNTs (\(d_{2.2}\) and \(s_{3.3}\) with the star 1.5 times larger but the number of CNTs almost equal), stars with limited number of CNTs (still too many but should be more stable mechanically)
and a relatively large disk as safety net or to compare with the others. On Fig. 86 we show the catalyst patterns as realized by photolithography – after development and before further treatment. The next three pages (Fig. 87) show FE-SEM images of either the tip or the base of a bundle of CNT realized with each pattern, in the same order as in Table 5. This demonstrates the feasibility of such patterned growth at small scales and the fact that the bundle will retain the pattern along its all length (up to 300μm already fabricated). Furthermore these pictures could serve to analyze the density. The CNTs can be clearly seen at the different zooms.

![Graphs showing effect of pattern on number of CNTs](image)

**Fig. 85.** Effect of the pattern on the number of CNTs. Plots are for a CNT density of $10^{14}$ m$^{-2}$. Left: $N_{CNT}$ vs. radius of the pattern shows the advantage of the 3-pointed star vs. disk. Right: $\min(N_{CNT})$ vs. resolution limit for the 3-pointed star.

**Table 5.** Selected patterns for the mask in this order top to bottom. All lengths in μm. The estimated number of CNTs is based on a CNT density of $10^{14}$ m$^{-2}$ and takes the rounded edges due to diffraction limit into account for the three-pointed-star patterns.
Fig. 86. Catalyst patterns as realized by photolithography (after development and before further treatment).

Fig. 87. Below, in this order: bundle tips and bases showing the effect of the catalyst patterns for each $d_{10}(\times 4k), s5.6(\times 13.5k), d2.2(\times 20k), s3.3(\times 20k), s4(\times 10k), s_{10}(\times 5k)$. The fabrication is demonstrated.
IV.D.1.3) Toppled-CNT horizontal monopole

Admitting the vertical monopole can be grown, there is still concern on its robustness for transport, measurement and integration in planar circuitry. One interesting solution is to design an antenna using a toppled CNT rod. In this case we come back to a horizontal monopole design but with the advantage of using a well-mastered growth technique. A horizontal monopole also requires a lower aspect ratio for the rod to be fabricated as the antenna will be shorter at a given frequency by \( \sqrt{\varepsilon_{r,eff}} \) (1.55 for quartz and 2.54 for Si). Finally, this antenna design should be robust to misalignment by even 45°: it will affect the capacitive coupling but only on a logarithmic scale.

IV.D.1.3.1) Fabrication

We propose three options to realize toppled vertically-grown CNT bundles. A first option is to fabricate solution-toppled CNT lines and use O\(_2\)-plasma etching to define the bundles following the process established by Wai Leong in CINTRA/NTU EEE (cf. Fig. 90 and section II.C.3.3)). This is a wet process which implies condensed CNT bundles and hence rod dimensions (1µm width on 100nm thickness typically) that are challenging to fabricate (below resolution limit of photolithography) and difficult to physically match to the width of usual lines on quartz, typically tens to hundreds of micrometers. Let us look at dry alternatives.

The second, and preferred, option is to grow the CNT rod vertically from patterned catalyst then topple it down with an air/N\(_2\) gun as illustrated on Fig. 88. This is a dry process and requires no further step after toppling the bundle down. A third option is to mechanically roll over the CNT rod to topple it in the way Cary L. Pint reported in [184], [185] over CNT lines (cf. Fig. 89). This may prove cumbersome for a rod that can fall in almost any direction contrary to the lines. Otherwise we can proceed to mechanically topple the lines as in the original papers followed by an O\(_2\) plasma to etch the bundles out with a shadow mask but over 5µm depth and with difficult to obtain 5-10 µm resolution.
Fig. 88. A CNT rod may be toppled by blowing a gas at it such as N$_2$.

Fig. 89. Mechanical toppling process by Cary L. Pint. Reproduced from the supplementary information of [184].

**IV.D.1.3.2) Design and analysis**

**IV.D.1.3.2.1) Initial study**

Before elaborating the final designs we ran a feasibility study on a simple design. Fig. 90 illustrates a 325GHz toppled-CNT-based monopole as simulated in HFSS. A parametric study and performance analysis have been run as reported in the next figures. Fig. 91 and Fig. 92 show the good performance of the antenna for its kind while Fig. 93 and Fig. 94 show that the design is robust in the experimental variability range.
Fig. 90. Horizontal Monopole design in HFSS as simulated and illustration of a possible realization following the process developed by Wai Leong Chow (SEM image of a fabricated gap structure cropped to show how a monopole could be realized with the existing process).

<table>
<thead>
<tr>
<th>Name</th>
<th>Freq</th>
<th>Ang</th>
<th>Mag</th>
<th>RX</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>329.700</td>
<td>-132.3246</td>
<td>0.0017</td>
<td>0.9977 - 0.0029</td>
</tr>
</tbody>
</table>

Fig. 91. A sharp resonance in the return loss (left) matched with a normalized complex impedance of almost perfectly 1 on the Smith Chart (right) show an excellent impedance match at 50Ω.
Fig. 92. The fact that the CNT antenna is resonant and impedance-matched to the feed at resonance allows it to have a better realized gain.

Fig. 93. A parametric analysis on the number of CNTs in the bundle shows that the design works with variable $N_{CNT}$ (ratio of 2 on total number yielding diameters between 3.5 to 5.1µm)
A parametric analysis on the length of the bundles shows that the resonance frequency scales with length as expected and the design works well with a 5-15µm tolerance.

The study is conclusive and shows this type of design is robust and effective in terms of electrically-short antennas while the radiation is indeed mainly from the antenna not from its feed.

**IV.D.1.3.2.2) Final designs**

We designed four different feeds to address the experimental uncertainties such as the best achievable CNT lengths and aspect ratios on such small catalyst patterns and the actual impedance of the CNTs that would be obtained (we recall that the plasmon lifetime in CNTs can vary by one order of magnitude depending on their quality).

Initially six designs were realized with 50- and 100-µm minimum pitch for each of the three frequencies corresponding to measurable bands: 90, 200 and 300GHz. The larger pitch is meant to limit failure at the lithography step: at 50-µm pitch with 25-µm-wide probe tips, the maximum width for the gaps of a 50-Ω line is around 6µm which is relatively small. The three frequencies are both for fabrication and characterization reasons. Lower frequencies require long CNT bundles which had yet to be achieved. Furthermore, the higher the frequency the more likely to observe resonances due to the kinetic inductance of the CNT bundles but the more difficult it gets to find the suitable equipment for measurement.
In Singapore, there are two facilities for measurements up to 300GHz, Virtus in NTU EEE and the A-STAR Institute I2R. Nevertheless the access is difficult and the equipment has never been set up for probe measurement. In France, XLIM has the equipment to measure in the 50-110GHz and 110-170GHz bands with 100-μm pitch probes while IEMN has setups up in the band 140-220GHz with 100-μm pitch probes and in the bands 220-325GHz and 325-500GHz with 50-μm pitch probes. Considering this, the performance of the designs, and the fabrication precision required, four designs were selected. All dimensions are reported in Table 6.

Table 6. Dimensions of the CPW feeds for horizontal monopoles. All lengths are in μm. For all designs, we have $L_3 = 3 \times \max(2\mu m, |G_2 - G_1|, |W_2 - W_1|)$, $W_2 + 2G_2 = W_1 + 2G_1$, $L_2 \approx \lambda/4$ and $L_1 = 4 \times l_{probe}$.

<table>
<thead>
<tr>
<th>Design</th>
<th>$L_2$</th>
<th>$G_2$</th>
<th>$W_2$</th>
<th>$L_1$</th>
<th>$G_1$</th>
<th>$W_1$</th>
<th>$L_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>164</td>
<td>6</td>
<td>54</td>
<td>140</td>
<td>6</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>10</td>
<td>46</td>
<td>140</td>
<td>6</td>
<td>54</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>245</td>
<td>20</td>
<td>102</td>
<td>140</td>
<td>12</td>
<td>118</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>542</td>
<td>42.5</td>
<td>57</td>
<td>140</td>
<td>12</td>
<td>118</td>
<td>183.5</td>
</tr>
</tbody>
</table>

All designs, include a 50-Ω CPW contact pad of central width $W_1$, gaps $G_1$ and length $L_1 = 140\mu m$ four times the minimum length recommended for positioning the probes. Hence contact can be made anywhere on the pad without affecting the impedance match and if the pad is damaged the probes can be repositioned.

The next part is a quarter wavelength impedance matching section of central width $W_2$, gaps $G_2$ and length $L_2 = \lambda_0 \epsilon_{r,eff} / 4$ at the nominal frequency. $W_2$ and $G_2$ are such that $W_2 + 2G_2 = W_1 + 2G_1$ in order to have straight lines at the ground edges of the gap, easier to fabricate precisely by photolithography. There ratio is defined such that the section has a characteristic impedance $Z_{C2} = \sqrt{50\Omega \times Z_{in,bundle}}$ to allow impedance matching between the CNT monopole and the probes. Additionally, the central conductor is kept wide enough to allow positioning the probes along this section to manually adjust the impedance matching in these exploratory designs.

Finally, a short tapered transition section is inserted between the pad and the impedance matching section. This is both to limit reflection at a discontinuity on the signal line and to make the photolithography process easier because smooth profiles are easier to fabricate than steps. The total width of the sections to connect is equal and so is the total
width of the transition. The taper is symmetric on the signal line. To allow for smooth transition the length is fixed as: \( L_3 = 3 \times \max(2\mu m, |G2 - G1|, |W2 - W1|) \).

This composition is highlighted for designs 3 and 4 on Fig. 97 and Fig. 98.

Designs 1 (Fig. 95) and 2 (Fig. 96) have common 50-Ω CPW contact pad dimensions adapted to probes with pitches of 50 to 150μm and 50-Ω over a very wideband (±0.3% between 114-500GHz and less than 1% more down to 43GHz). The antennas were simulated with different contact pad lengths (35 and 140μm) to check that the pad was indeed 50-Ω and therefore the positioning of the probes would not affect the measurement.

Design 1 has a nominal frequency of 300GHz and is a simple 50-Ω CPW line of the dimensions of the contact pad and of total length equal to the sum of the 140μm of the pad, 6μm minimum taper length and a quarter wavelength at 300GHz hence 310μm. Design 2 has a nominal frequency of 200GHz and a 60-Ω quarter wavelength section. It is 414μm long in total.

Designs 3 (Fig. 97) and 4 (Fig. 98) have common 50-Ω CPW contact pads adapted to probes with pitches of 100 to 150μm and 50-Ω over a very wideband (less than 1% more from 500GHz down to 25GHz). Design 3 has a nominal frequency of 200GHz and a 60-Ω quarter wavelength section. It is 433μm long in total. Design 4 has a nominal frequency of 90GHz and a 87-Ω quarter wavelength section. It is 865.5μm long in total.
Fig. 95. CPW monopole feed Design 1. Simple I feed and inverted J for transmission. 50-Ω CPW line. Nominal frequency 300GHz. Acceptable probe pitch 50-150μm.

Fig. 96. CPW monopole feed Design 2. Simple I feed and inverted J for transmission. 140μm 50-Ω pad and λ/4 60-Ω CPW line. Nominal frequency 200GHz. Acceptable probe pitch 50-150μm.

Fig. 97. CPW monopole feed Design 3. Simple I feed and inverted J for transmission. 140μm 50-Ω pad and λ/4 60-Ω CPW line. Nominal frequency 200GHz. Acceptable probe pitch 100-150μm.

Fig. 98. CPW monopole feed Design 4. Simple I feed and inverted J for transmission. 140μm 50-Ω pad and λ/4 87-Ω CPW line. Nominal frequency 90GHz. Acceptable probe pitch 100-150μm.

**IV.D.1.3.3) Performance**

We report some of the simulation results of these designs with 1700 CNTs in the rod and assuming $\tau = 3$ps. Because of the many experimental uncertainties these are mainly a verification that the design is correct in a particular case and a qualitative indication of what to expect. They will allow a faster fit if positive experimental data is collected. The designs have been simulated in the experimentally relevant frequency band comprising their nominal frequency. The huge contribution to the resonance and radiation pattern can be seen on the following properties.
Return loss

Fig. 99. Magnitude return loss of CPW monopole feed Design 1 with (purple solid) and without (red, dot-dashed) CNT rod.

Fig. 100. Return loss of Design 2, magnitude in dB (red) and phase (blue).

Fig. 101. Return loss of Design 3, magnitude in dB (red) and phase (blue).

Fig. 102. Return loss of Design 4, magnitude in dB (red) and phase (blue).
**Radiation**

Radiation patterns are given in Fig. 105, Fig. 106, Fig. 107 and Fig. 108. They use the realized gain i.e. the gain integrating return loss. Design 1 shows that most radiation comes from the CNT rod. The patterns are coherent with an unbalanced monopole behavior.
and $90^\circ$ (along the CNT axis, purple solid).

Fig. 107. CPW monopole feed Design 3. Simple I feed and inverted J for transmission. 140\(\mu\)m 50-\(\Omega\) pad and \(\lambda/4\) 60-\(\Omega\) CPW line. Nominal frequency 200GHz. Acceptable probe pitch 100-150\(\mu\)m.

Fig. 108. CPW monopole feed Design 4. Simple I feed and inverted J for transmission. 140\(\mu\)m 50-\(\Omega\) pad and \(\lambda/4\) 87-\(\Omega\) CPW line. Nominal frequency 90GHz. Acceptable probe pitch 100-150\(\mu\)m.

### IV.D.1.3.4) Transmission

The transmission structure for these toppled-CNT monopoles is simple although not as straightforward as it was for the standing vertical monopoles. Indeed, conventional probe stations use two facing probes – a configuration well adapted to measuring transmission lines. However, the techniques we described to topple CNTs only allow unidirectional CNT toppling and therefore rule out fabricating facing antennas on the same substrate.\(^1\)

Given the limited transmission capability of the antennas we need to measure them spaced by distances ranging from 100\(\mu\)m to 1mm which excludes fabrication on different substrates. The best way to ensure both antennas in the transmission link are fabricated in the same conditions is to put them side by side. This is what we do and we solve the issue of facing probes by extending the feed of one of the antennas from an I into an inverted J pattern (cf. second antenna on Fig. 95, Fig. 96, Fig. 97 and Fig. 98). The J pattern has the same

\(^1\) Indeed, the only way to do so would be to know the CNT length with an uncertainty of a couple of micrometers in advance and be able to topple the CNTs with a maximum error in direction of 2-3° which is rather unrealistic. Then the tip of the monopoles of the facing antenna would be the base of the bundles and the base the tip. However, even so, ohmic contact with the line would still not be ensured.
dimensions as the I probe pads so that, in a simple one-probe return loss measurement, all the monopoles can be characterized in the exact same way – hence limiting uncertainties due to losses at the turns in the J.

The J pattern requires appropriate design because it is a rather lossy structure. Chamfers have been designed in the corners to reduce the loss and the influence of their dimensions was studied. Furthermore the length of each section of the pattern was set according to the wavelength at resonance. More specifically, the length of the additional line parallel to the original feed is a quarter wavelength (including the corner), and the length of the normal lower section is also set to be a quarter wavelength. This way the total additional length at the antenna operating frequency is a half-wavelength which makes it “transparent” because the fields and currents at both ends of this section are identical.

For design 2 the return loss for both I and inverted J antennas is almost the same although there is less return loss for the inverted J off-resonance (cf. Fig. 110). For the other designs the return loss is low on most of the band with a small dip at the antenna frequency (cf. Fig. 109). Without the antenna, the return loss is low far from the resonance and rather high (minus few dB) around the designed operating frequency (cf. Fig. 109) which shows that the inverted J structure actually fulfills its role properly at this frequency.

Fig. 109. Design 1. Return loss for the I and J feed with the CNT rod (-11.3dB and -24.5dB) and without a rod (-1.0dB & -5.6dB).
We also observed that the return loss for both antennas is mostly unaffected by the distance that separates them. On Fig. 111 we present the transmission results for the IJ transmission configuration with the spacing distances included in the photolithography mask and designs 1, 2 and 3 as shown on Fig. 95, Fig. 96 and Fig. 97 respectively. The levels are sufficiently high for measurement and well above transmission without rod up to 0.8mm or above.

IV.E) Mask design

Based on designs and variations described in sections IV.C.2) and IV.D.1), we designed a 4-inch photolithography mask that was fabricated in both bright-field and dark-field (cf. Fig. 113) to allow superimposing some patterns (cf. IV.C.2)) or simply using different resist or resist recipes in positive and negative photolithography to attain the
resolution limit of the mask aligner. The layout is presented on Fig. 112. All the contents but the top of zone U (described below) and the title fit in a 3-inch diameter circle.

Fig. 112. Global mask layout. The edges representation is chosen to let the patterns appear despite the normally to small patterns.
IV.E.1) Feed designs arrangement

IV.E.1.1) Arrangement of individual designs

The mask includes several regions of 1cmx1cm or 1.5cmx1.5cm the maximum size for optimal hard-contact exposure. These are optimized to reduce footprint on the mask and produce a maximum number of designs in one batch. Two feed zones (M and N) are dedicated to exploration by combining all the smaller designs (1, 2, 3, A, B, E) and all the larger designs (4, C, D) respectively. The other feed zones are dedicated to maximum repetition of a single feed design over the sample.

For the smaller designs, the sample thus contains 6 identic rows. Each row contains 4+2 IJ-pairs of antennas separated by one single antenna for the toppled-CNT designs 1 and 2 (50-μm minimum pitch) – for a total of 13 antennas/row and 78/sample. The distances are a geometric progression of common ratio 2: 200, 400, 800 and 1600μm on the left and the intermediary √2-common-ratio distances 283 and 566μm on the right. For design 3 the smallest antenna distance (200μm) is not compatible due to the larger pads (100-μm minimum pitch) and is replaced by one more single antenna (on the right) – for a total of 12 antennas/row and 72/sample. For the vertical-CNT monopole designs A, B and E, one shorter
distance is added (100μm, on the left) and the two intermediary distances removed (on the right) – for a total of 11 antennas/row and 66/sample.

Similarly, for the larger designs, the sample contains 3 identic rows. Each row contains 1+3 IJ-pairs of antennas separated by one single antenna for the toppled-CNT design 4 (100-μm minimum pitch) – for a total of 9 antennas/row and 27/sample. The distances are a geometric series of reason $\sqrt{2}$: 400μm on the left and 283, 566 and 800μm on the right. For the vertical-CNT monopole designs C and D, two shorter distances are added on the left (100 and 200μm) and the distances on the right are removed – for a total of 7 antennas/row and 21/sample.

**IV.E.1.2) Mixed designs arrangement**

Therefore most catalyst patterns are common to all designs. We have arranged them in order to be able to re-use the catalyst patterns and thus save the footprint on the mask while allowing the inclusion of more variations on the catalyst patterns. By appropriately positioning alignment marks one single slightly wider zone than the feed design zone serves as catalyst pattern for all smaller and all larger designs respectively.

This also allows the conception of the zone M (cf. Fig. 114) which is composed of one row of each design in the following order from top to bottom, completed for the incompatible spacing distances by the design in brackets on left or right: (A)1, (B)2, (E)3, A(1), B(2), E(3). Similarly N is made as: (C)4, C(4), D(4).
Fig. 114. Zone M: illustration of the common spacing distances of the designs (1,2,3, A,B,E).

These zones also allow the simultaneous study of the growth of rods in three conditions: fully on metal, fully on substrate and half-half. Indeed designs A and B and C and D are the same but with or without metal directly under the catalyst pattern. For the topped-CNT designs the explanation is slightly different.

For these designs, when doing the photolithography for the catalyst dot after fabrication of the electrodes, aligning the small alignment crosses perfectly or tangentially allows to place the catalyst dot in three positions as illustrated on Fig. 116: 50-50 (superposed crosses), on metal (cross on mask 5μm below cross already patterned), on substrate (cross on mask 5μm above cross already patterned). On the M design, since it is an exploration design, these three configurations are simultaneously present, from left to right by simply superposing the crosses. The feed arrangement was indeed modified to allow this as illustrated on Fig. 115.
Fig. 115. Zone M: three simultaneous catalyst alignments are present by design.
IV.E.2) Catalyst patterns arrangement

IV.E.2.1) Vertical CNT rod catalyst patterns

The catalyst zone for designs (1, 2, 3, A, B, E) is made of a repetition of the catalyst pattern along a row such that the 2nd pattern of a pair and the 1st pattern of the next are always equally spaced (1.2mm) and that the pairs along the row have the following distances (in this order, 0 meaning single antenna): 100, 200, 400, 800, 1600, 0, 283, 566, 0. Similarly, the catalyst zone for designs (4, C, D) is made of a repetition of the catalyst pattern along a row such that the 2nd pattern of a pair and the 1st pattern of the next are always equally spaced (2.3mm) and that the pairs along the row have these distances: 100, 200, 400, 800, 1600, 0, 283, 566, 0.

Three catalyst zones have been designed respectively for the smaller and larger designs: X,Y,Z and U,V,W. Each row has the columns that were defined in the previous paragraph.

The rows of zone Y each have a different pattern: the 6 variations chosen for the mask in section IV.D.1.2). The patterns are placed in the order then indicated which is the smallest patterns in the two central rows then a progression to bottom and top edges where the two larger patterns are positioned. Indeed the precision of the contact and thus of the exposition of the pattern in hard-contact photolithography is higher in the center when it is slightly raised by placing a small patch of soft plastic tape below it. This design is meant for exploration as it allows fabricating 11 to 13 antennas from each of the patterns and therefore obtaining small-statistical data on each with a single sample fabrication. V is a similar zone for the larger feed.
designs with three patterns only: d_{10}, s_{3.3}, s_{5.6} (top to bottom). Therefore W is the same as V with the three other designs: s_{4}, d_{2.2}, s_{10}.

The rows of zone Z highlight the two estimated higher success rate designs: 3 rows of s_{3.3} then 3 of s_{10}. Indeed the three-pointed star patterns are mechanically stronger for a given N_{CNT} than the disk patterns which makes s_{3.3} the most likely successful design with low CNT number while reciprocally the three-pointed star patterns have less CNTs for a given radius which makes s_{10} quite large but much more interesting for our application than d_{10}.

An additional unnamed zone of 4.6mm by 4.7mm is included in the mask. It is a high-density collection of thousands of equally-spaced repetitions of the six catalyst patterns. The pattern spacing center-to-center in a square lattice is 40μm which is large enough to prevent attraction between the CNT arrays. There are 19 rows of each pattern design and 118 patterns/row so a total of 2242 repetitions of each pattern which allows in a single fabrication for each length and with four or five lengths (growth times) to determine the maximum standing aspect ratio for the three-pointed-star- and disk-cross section CNT bundles.

IV.E.2.2) Horizontal CNT strips patterns

Zones X and U are designed for the catalyst of horizontally grown CNTs such as lattice-aligned CNTs on quartz as reported in section IV.C.2) for the design of the corresponding CNT-strip-based monopole antenna. Repeated parallel 6-μm-wide catalyst lines are used to define CNT strips. The lines lengths i.e. CNT strip widths are 46 and 60μm for X and U respectively. For X, 46μm corresponds to the width of the signal line of the feed design in 2 and is narrower than that of 3 (102μm) and that of 1 (54μm). Therefore the CNT strips will be fully connected by any of these designs which are each matched to a different impedance. This gives an extra degree of freedom on top of varying the CNT length to hopefully characterize resonant antennas. For U, only design 4 is compatible and 60μm corresponds to the signal line width.

On the left half of X, the lengths used to form the strips are in the order of 160μm but decreasing with increasing spacing because the CNT density should also decrease and hence the reduction factor increase. On the right half the strips are designed about twice as long. The actual catalyst spacing is the distance between borders of catalyst lines. It will directly affect the CNT density since the number distribution of CNTs can be approximated as inversely
proportional to their length. We therefore vary the actual spacing as a geometric progression of common factor √2 for X and 2√2 for U. The exact parameters are reported in Table 7. For U there are no inter-rows so only three rows.

Table 7. CNT strips length and density variations included in zone X and U.

<table>
<thead>
<tr>
<th>Row</th>
<th>Interspace (μm, center-to-center)</th>
<th>Actual catalyst spacing (μm)</th>
<th>Number of interspaces (left)</th>
<th>Total length (left, μm)</th>
<th>Number of interspaces (right)</th>
<th>Total length (right, μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X½</td>
<td>646</td>
<td>640</td>
<td>1</td>
<td>646</td>
<td>1</td>
<td>646</td>
</tr>
<tr>
<td>X1</td>
<td>454</td>
<td>448</td>
<td>1</td>
<td>454</td>
<td>1</td>
<td>454</td>
</tr>
<tr>
<td>X1½</td>
<td>326</td>
<td>320</td>
<td>1</td>
<td>326</td>
<td>1</td>
<td>326</td>
</tr>
<tr>
<td>X2</td>
<td>230</td>
<td>224</td>
<td>1</td>
<td>230</td>
<td>1</td>
<td>230</td>
</tr>
<tr>
<td>X2½</td>
<td>166</td>
<td>160</td>
<td>1</td>
<td>166</td>
<td>1</td>
<td>166</td>
</tr>
<tr>
<td>X3</td>
<td>118</td>
<td>112</td>
<td>1</td>
<td>118</td>
<td>2</td>
<td>236</td>
</tr>
<tr>
<td>X3½</td>
<td>86</td>
<td>80</td>
<td>1</td>
<td>86</td>
<td>3</td>
<td>258</td>
</tr>
<tr>
<td>X4</td>
<td>62</td>
<td>56</td>
<td>2</td>
<td>124</td>
<td>4</td>
<td>248</td>
</tr>
<tr>
<td>X4½</td>
<td>46</td>
<td>40</td>
<td>3</td>
<td>138</td>
<td>6</td>
<td>276</td>
</tr>
<tr>
<td>X5</td>
<td>34</td>
<td>28</td>
<td>4</td>
<td>136</td>
<td>8</td>
<td>272</td>
</tr>
<tr>
<td>X5½</td>
<td>26</td>
<td>20</td>
<td>6</td>
<td>156</td>
<td>11</td>
<td>286</td>
</tr>
<tr>
<td>X6</td>
<td>20</td>
<td>14</td>
<td>8</td>
<td>160</td>
<td>16</td>
<td>320</td>
</tr>
<tr>
<td>U1</td>
<td>326</td>
<td>320</td>
<td>1</td>
<td>326</td>
<td>2</td>
<td>652</td>
</tr>
<tr>
<td>U2</td>
<td>118</td>
<td>112</td>
<td>3</td>
<td>354</td>
<td>5</td>
<td>590</td>
</tr>
<tr>
<td>U3</td>
<td>46</td>
<td>40</td>
<td>7</td>
<td>322</td>
<td>13</td>
<td>598</td>
</tr>
</tbody>
</table>

Because this type of growth is incompatible with vertical monopole designs, the corresponding columns have been replaced by continuous catalyst lines, 2.7mm- and 4.9mm-long for X and U respectively. These lines allow an excellent statistical study of the horizontal CNT growth. They are long enough to have a large sample of CNT density for each spacing, especially so because each spacing is repeated over 0.9mm for X and 1.8mm for U. Furthermore, with a 500 aspect ratio in X, the lines should be short enough to be fabricated even as lines rather than slots for one-step fabrication of enriched-resist catalyst lines – which is anyway possible for the much shorter catalyst lines of the strips.
IV.F) Fabrication and characterization

IV.F.1) Design specifications, yield and RF characterization

An initial batch of samples was produced in CINTRA/NTU EEE by Chin Chong (Ray) Yap, Wai Leong Chow, Dunlin Tan and Cong Xiang Lu with coordination by Chong Wei Tan. All are part of Beng Kang Tay’s group. Catalyst was from two sources: NTU MAE and Aixtron (Cambridge, UK). CNT growth was performed in NTU EEE and Aixtron with Aixtron BlackMagic PE/T-CVD reactors, following SW and few-wall CNTs recipes. Eleven samples were fabricated, four of which were selected for their successful growth of 100- to 300-μm-long CNT bundles, yielding 69 deemed-measurable pairs of antennas of which:

- 59 with 50-μm minimum pitch
- 10 with 100-μm minimum pitch
- 43 horizontal and 26 vertical
- 37 with 300μm-long few-wall CNTs (MY2) with resistive (R) and capacitive (C) contacts:
  - Horizontal: 8 R, 6 R-C, 9 C
  - Vertical: 9 R, 5 C
- 32 with 80-100μm-long CNTs of which 18 SWCNTs and 14 few-wall CNTs

This is an encouraging initial result with longer-than-expected 300-μm-long CNT bundles grown and relatively high yield for horizontal and vertical monopoles. If resonances can be measured the high-number of samples for each antenna design will provide repeatability.

The fabricated design was zone M for the feed designs and zone Y for the catalyst patterns, effectively covering all the variations present on the mask. Pieces of ~475-μm-thick high-resistivity silicon wafers were used as substrates to start validating the fabrication process while sourcing quartz wafers was underway. Therefore, for designs 1, 2, 3, the horizontal monopoles access pads that were designed to be 50-ohm on quartz are 35-ohm on silicon. Measurements can still be made and analyzed if the probes are systematically placed at the same longitudinal position on the pads and the position is reported. Measurement on a VNA up to 170GHz was performed in XLIM by Damien Passerieux. No specific issue were recorded except careful lateral positioning of the probes is necessary for the vertical
monopoles access pads since they are 25-µm-wide, same as the probe width, while the gaps are 5-µm-wide. However, as could be expected, the measurements did not return any positive result. Measurements up to 220GHz for all samples and 325GHz (maybe 500GHz) for the 59 accepting 50-µm-pitch probes are to be made by the end of 2013 at IEMN (Institut d'Electronique de Microelectronique et de Nanotechnologie, UMR CNRS 8520, Lille, France).

IV.F.2) Fabrication of the vertical and toppled monopoles

A high resistivity silicon wafer of > 10 kΩ coated with 655 nm thermal oxide was used as substrate. A first photolithography process was used to define the CPW access feeds fabricated with 500nm Pt on top of 100nm Ti adhesion layer by electron beam deposition. Pt was used instead of Au here despite its lower conductivity because it presents better surface quality after deposition and when exposed to the high temperatures of the growth process which allows a better CNT growth. A second photolithography step then allowed the definition of the CNT rod catalyst patterns. A 10nm Al₂O₃ barrier layer was deposited followed by 1nm Fe catalyst. The growth of the vertically aligned CNTs was carried out using the AIXTRON Black Magic II PECVD system at growth temperature of 625 °C with 150sccm of C₂H₂ as carbon feedstock and under a low vacuum pressure of 10 mbar. A vertical CNT monopole successfully fabricated during the first batch is illustrated on Fig. 117.

The intended toppling processes and quartz substrate for the toppled monopole, as described in section IV.D.1.3) have yet to be undertaken. However, liquid toppling of CNT rods has been experimented along with the toppled CNT lines fabricated by Wai Leong Chow and they mostly follow the liquid flow.

Furthermore, during the vertical and toppled monopoles fabrication process, most small cross-section bundles spontaneously topple, as expected, and thanks to the specifically designed arrangement they often directly topple in the right direction. Thanks to this many antennas were successfully fabricated in the first batch without further processing with many much less probable antenna pairs, as illustrated on Fig. 118 and Fig. 119.
Fig. 117. Vertical CNT monopole successfully fabricated with three-pointed star pattern.

Fig. 118. Pair of self-toppled CNT monopoles successfully fabricated with three-pointed star pattern preferentially toppling in the correct direction (1/3 but even more if the pattern is tangent or half-way over the edge of the metallization).
Fig. 119. Another pair of self-toppled CNT monopole antennas.

IV.F.3) Visual inspection and material characterization

Raman spectroscopy was performed by Wai Leong Chow to verify that the nature of the CNTs grown from SWCNT and few-wall-CNT recipes was consistent with the recipe used.

With the help of Chin Chong (Ray) Yap, all designs were carefully studied with scanning electron microscopy (SEM) using the LEO FE-SEM in NTU EEE N2FC Cleanroom 1 and an additional optical microscopy inspection was carried out. Indeed, the height of the fabricated CNT bundles is such that the base and the tip are usually not in optical focus at the same time. This therefore allows determining if a bent bundle is touching an electrode, which – despite the higher resolution – is difficult to do rigorously with the SEM since it has a much longer depth of focus. This illustrated on Fig. 120.
Fig. 120. Optical microscope images of a pair of monopole antennas at different focus and FE-SEM image of the same pair. This shows how both techniques can complement each other to allow a good global view and shallow-depth slice-like observation. Here the rods are seen standing which is not the original nature of the design but still provides a working configuration. They could later be toppled to resonate at lower frequencies with the same length as the effective permittivity would be raised by the substrate influence.
IV.F.4) Second batch

A second much more ambitious batch is underway with the experiment plan exposed in Appendix 9. The fabrication is undertaken at CINTRA/NTU EEE and Aixtron by Chin Chong (Ray) Yap, Wai Leong Chow, Dunlin Tan and Cong Xiang Lu with coordination by Chong Wei Tan. All are part of Beng Kang Tay’s group. If fabricated in time this batch could be measured in IEMN together with the initial batch.

IV.G) Conclusion on CNT-based antenna design

To conclude we have developed a full set of tools for the modeling, design, understanding and realization of CNT-based electrically-short antennas. These tools include an original effective bulk model for CNT arrays, formulas for characteristic impedance and phase velocity in CNT bundles from transmission-line analysis in arbitrary loss conditions and design charts and spreadsheets from EM and circuit analysis. They are not limited to this case and their use may be extended to other fields of CNT-based electronics and electromagnetics.

Extensive analysis has been carried out to draw design rules on aspects such as loss regimes, size reduction scaling with the number of CNTs and interrelated impedance and frequency ranges. Based on these and the developed tools, the design and fabrication of three different types of antennas was undertaken and successfully completed and RF characterization initiated. A photolithography mask was realized which includes several variations to realize an extensive experimental study of all the parameters that can influence the RF response, transmission or mechanical properties of these antennas. Based on the expected characteristics, some applications in wireless on-chip communication and microelectronicsto nanodevices link have been suggested and studied.

The RF characterization of the fabricated CNT monopole antennas is ongoing. Initial measurements up to 170GHz in XLIM by Damien Passerieux reported no resonance – as expected. Measurement is planned at IEMN for higher frequencies, up to 325GHz soon and normally 500GHz later on. Once the single radiators will be fully validated, CNT array antennas could be the next logical step. Another aspect of this PhD project was to assess the feasibility of optically controlled antenna arrays. In the next chapter, we expose the fabrication and photocurrent characterization of initial CNT-based structures.
Chapter V) Initial characterization towards optical control

Another aspect of the project was the optical switch or modulation of the properties of a single antenna radiator to allow optical actuation of phased-array antennas. In this case, the antenna can either be an electrically-short CNT antenna like the monopoles described earlier or a conventional one. In any case, semi-conducting CNTs will be needed if we are aiming for photocurrent. However, there is also a significant competing photothermoelectric current that arises in metallic CNTs.

For this part we changed tactics. As we have seen, the properties of carbon nanotubes and their composites vary a lot depending on their nature and chirality often is not controlled which makes it complicated to analytically evaluate the photocurrent response expected; quite a few experimental studies have been led and report an effect of light on a type of CNT but this does not allow us to predict the photoresponse quantitatively. Instead, we prepared samples with many of the techniques introduced in Chapter III) to assess the photoresponse based on our fabrication capabilities. Part of this work has been presented in ICMAT [201].

V.A) Photocurrent samples: sorting metallic and semi-conducting CNTs

As explained in section I.A), single-wall carbon nanotubes can be seen as rolled-up graphene and depending on the roll-up axis (chirality) they can be either metallic or semi-conducting. Assuming all chiral number pairs have the same probability of occurring at growth, as-grown SWCNTs are 1/3 metallic and 2/3 semiconducting. MWCNTs are predominantly metallic because their shells are in parallel and larger would-be semiconducting shells actually have a bandgap so small that they become metallic at room temperature (cf. modeling in sections II.A.4.2) and II.B.3.3)).

For a photoelectronic switch, metallic CNTs are undesirable because they will allow current through without any light hitting them and will thus dramatically decrease the ON-OFF ratio of the switch. The switch can be seen as a series resistance with a photodiode (the semiconducting SWCNTs) in parallel with a shunt resistance (the metallic CNTs). Therefore the primary aim is to produce samples where semiconducting SWCNTs are the predominant if not only species. There are, to date, a few methods to achieve this, none of which was
originally in use in CINTRA. We review the options in the following subsections and present the samples fabricated after careful consideration.

An additional parameter that should be accounted for is the diameter of the semiconducting SWCNTs. Indeed their bandgap – and thus the illumination wavelength that can be used to excite them – is inversely proportional to their diameter. Therefore a narrow diameter distribution is preferable to excite all the CNTs with a monochromatic light source such as a continuous laser. Lasers offer more versatility for optical actuation, using MEMS actuated mirrors for instance, higher achievable local intensities and do not require bulky optics compared to other common light sources and would thus be a preferred option. Pulsed lasers present a frequency/wavelength spectrum width inversely proportional to the temporal width of their pulses which could be well suited for relatively narrow CNT diameter distributions.

For completeness we shall note that, as will be treated in more details in section V.C), metallic CNTs may still be used for photomodulation of the electronic response of devices. Indeed they can be used as simple metals for their difference in Seebeck (thermoelectric) coefficients with other materials to create a photothermoelectric current [202]–[205]. This phenomenon is far less wavelength-dependent than the photocurrent and its effect may be measured predominantly if the wavelength of the light source is not matched to the bandgap of the semiconducting CNTs.

V.A.1) Selective growth

Chirality control during growth would be the ideal solution. However it is arduous to achieve and is still a current topic of research. Changing the carbon precursor is often seen to lead to some selectivity as in [206] where bimetallic Co-Mo catalyst is used with four different gas precursors or in [146] where growth of well aligned CNTs on quartz is reported to present a semiconducting CNT ratio varying in accordance to the ratio of methanol to ethanol used as liquid carbon feedstock through a bubbler and up to 95% semiconducting CNTs are claimed. More recently, using Fe catalyst and isopropyl alcohol (IPA) as carbon feedstock in the same process was reported to yield 97.6% sc for only 52.4% with ethanol in the same conditions [207].
In our case, we would retain the two latter solutions as they are a simple adjustment to the fabrication technique highlighted for horizontal monopoles and should return high-quality CNTs thanks to lattice-aligned growth on quartz. However, before the recipe could be tuned reproducible catalyst was needed for which we only recently developed the techniques.

Introducing water in the growth process has also been demonstrated to preferentially etch metallic CNTs [208]. A last interesting, yet difficult to apply to devices, method is to use a graphite substrate to deviate CNTs during growth according to their chirality [209].

V.A.2) Sort in solution

Sorting semiconducting and metallic CNTs is usually done in solution. In one of the most advanced processes, M.C. Hersam’s group has developed structure-discriminating surfactants to engineer differences in the buoyant densities of CNTs of different diameters [210]. Using density-gradient ultracentrifugation, they can isolate narrow distributions of SWCNTs in which >97% are within a 0.02-nm-diameter range. Earlier methods had been devised as can be seen from the prior art related in the paper. Coating with surfactants may be detrimental for electronic properties and some solution-based techniques have been proposed to avoid using them [211].

However, solution processing involves breaking down the CNTs at lengths of around 1µm and below. Indeed the CNTs are dispersed using sonication – mechanical agitation at ultrasonic frequencies, 20kHz and above. This breaks long CNTs into shorter segments. As explained in sections III.A.1.2.1) and III.A.2.4), long CNTs cannot be maintained homogeneous in a solution as they would get entangled. Often to obtain a stable suspension extra chemical cutting of CNTs by acid attack is undertaken.

A recently reported technique could allow combining the refined sorting methods developed for CNTs in solution with the advantages of long aligned CNTs produced by CVD. In [212], J. Liu and co-workers (the same who reported on IPA as feedstock for CVD growth) demonstrate the growth of CNTs which retain the chirality of short CNT segments used as seeds. They use vapor-phase epitaxy and solution-purified CNTs as seeds and no metal catalyst is needed. Work with similar goals has been ongoing for a few years as referred to in [213].
We have not developed solutions to sort CNTs in solution but solution-sorted CNTs are available commercially from NanoIntegris (co-founded by M.C. Hersam) or Sigma-Aldrich (CoMoCAT, [214]) for instance.

V.A.3) Imperfection-immune design

A very interesting option is to use designs that actually accommodate metallic CNTs by statistically filtering them out of the final device response. Robust designs were originally proposed in [215], [216] then successfully implemented for very-large-scale-integration-(VLSI-) compatible transistor fabrication [217]–[219] up to the recent first carbon nanotube computer [3] as highlighted in editorial of Nature [220].

V.A.3.1) Concept

The main idea is to connect in series short fractions of parallel CNTs in a sufficient number to ensure that there is at least one semiconducting CNT portion. Then, assuming the CNTs have constant chirality over their length, the same chain is reproduced multiple times along the length of the CNTs and connected in parallel. This way high ON-OFF ratios and high through currents can be obtained at the same time. Although the technique was used for FETs there is no fundamental difference that would prevent its use for photocurrent. The main drawback of the technique would be the relatively large footprint of the transistors thus fabricated compared to prevailing standards in silicon technology and the subsequent low cut-off frequency. In our case the footprint is not an issue as the radiator part will be orders of magnitude larger.

V.A.3.2) CPW gap samples

The difficulty resides in obtaining a reproducible growth of aligned horizontal CNTs to adapt the spacing of the connecting pads. Although we are now close to this, as reported in section III.B), at the time these experiments were made, we only mastered CVD growth of aligned horizontal CNTs using rather variable hand-held scratch catalyst.

Therefore, samples were fabricated from these. CPW gold electrodes of central conductor width of 80µm, signal-ground gap width of 60µm, ground width of 200µm and total length of 400µm were fabricated with a gap in the middle of the signal line of 5, 10, 20 and 50µm. Density being non-uniform over the sample, the number of CNTs connected varies
from 1 to few tens with random distribution of chirality. This can be seen on Fig. 121 and Fig. 122 where the two samples of this type that underwent photocurrent measurement are presented. Many additional devices were fabricated a selection of which can be found in Appendix 7.

Fig. 121. Gold CPW gap electrodes fabricated on lattice-aligned CNTs grown by ethanol CVD from scratch catalyst on quartz (E0.03). Left: 4 sizes of gap are fabricated (5, 10, 20, 50µm) and repeated thrice each; G201 (1st 20-µm gap) is probed under illumination. Right: SEM images of G201 reveal the CNTs around G201; because the gap is placed quite far from the catalyst line, a single CNT bridges the signal electrodes. Because it is a semiconducting SWCNT it appears faintly contrasted with the dielectric substrate.
Fig. 122. G202 is a device on the same sample (E0.03) as G201 on Fig. 121. The gap is aligned next to the scratch and the number of CNTs is thus much higher.

With our recent progress in fabrication, metallic-CNT-tolerant design may be used as the base of future largely repeatable samples with characteristics optimized from the measurements on our first exploratory batch. We should therefore be able to scale the single radiator unit to a full array without dead cell like the CNT computer is a demonstration of scaling from single transistors to numerous ones with a defect rate low enough to prevent including a single defective transistor.

V.A.3.3) Sprayed-CNT samples with interdigitated electrodes

A similar concept can be applied to CNT films, and does not need a very particular topology, as pointed out by P. Bondavalli et al. [144], [221]. Unsorted SWCNTs contain about twice as many semiconducting CNTs as metallic CNTs. When lengths of film used between electrodes are several times longer than the CNTs in the film, then the electric paths run through several short CNTs and the longer the path relatively to the CNTs length the lower the probability that there will not be a single semiconducting CNT in it. The transmission is mostly through percolation and by fine-tuning the CNT density, the percolation threshold can be exceeded for semiconducting CNTs only since their density is twice superior than that of metallic CNTs. This probed us into fabricating samples from sprayed CNT films.

As reported in section III.C.2), CNTs were sprayed over square glass microscope cover slips and kapton sheets. Electrodes were fabricated by photolithography based on an interdigitated electrode design provided by Xin Yu Chin, a PhD student at NTU SPMS in
Cesare Soci’s group, who normally uses it for characterization of conductive polymers. The interdigitated design allows increasing greatly the width of material used for transmission across a given gap and thus the overall conductivity across the gap while keeping a limited footprint. Some of the realized samples can be seen on Fig. 123, Fig. 124 and Fig. 125. Fully printed samples were also characterized but an inadequate curing resulted in the silver electrodes to fuse under electrical current or high laser illumination.

Fig. 123. A few of the interdigitated electrode design variations that were fabricated. Left: mask layout. Right: actual sample.

Fig. 124. 20-µm-gap (g) interdigitated electrode design, d (inverted). Left: mask layout; the effective connecting width is \( L=20\times l=20\text{mm} \). Right: actual sample with laser spot; note the CNTs are completely invisible.
Fig. 125. 20-µm-gap interdigitated electrode design, d (inverted), SEM images.

The properties of the 99% sc-SWCNTs deposited on our samples, as provided by NanoIntegris, are as follow: produced by arc discharge, high quality (from provided Raman spectrum), average length of 1µm within a 100nm-4µm range and average diameter of 1.4nm within a 1.2-1.7nm range. Catalyst and carbonaceous impurities are estimated to be respectively 1 and 5% by mass. Finally the absorption spectrum is as reproduced on Fig. 126. It matches a few usual continuous-wave-laser wavelengths but not all. A green 532nm laser may be used and is preferable to red to infrared lasers which are poorly absorbed but blue and near-infrared lasers around 1µm may produce better results. This is because, for the given CNT diameter, the primary bandgaps correspond to wavelengths close to 1µm and the secondary bandgaps to wavelengths around 500nm.
Fig. 126. Optical absorption spectrum of sc-SWCNTs IsoNanotubes-S 99% from NanoIntegris (source: datasheet) fitted with some of the usual continuous-wave-laser wavelengths. A green 532nm laser may be used and is preferable to red lasers but blue and near-infrared lasers around 1µm may produce better results.

**V.A.4) Post-processing**

A straightforward method to selectively remove metallic CNTs in ohmically connected CNT bundles and films was devised by P.G. Collins and P. Avouris (IBM, T.J. Watson Research Center). They use electrical breakdown [222], [223]. A high current is passed through the CNTs in air. Since only metallic CNTs let the current through, they heat up by joule heating until thermal damage occurs while semiconducting CNTs are left untouched if they are not in extremely close vicinity. The metallic CNTs are mostly degraded as amorphous carbon that can deposit around the failure. The technique is thus better adapted to moderate density arrays or bundles than to CNT ropes. It has later been extended into a remote technique by simply placing the samples in a microwave oven at full power [224] and monitoring the outcome by transmission and reflection terahertz time-domain spectroscopy (THz TDS). This extension is key to large scale application of the method as individual connection to each bundle would not be scalable.
In the case of our samples, electrical breakdown could be attempted to keep only semiconducting CNTs since the spacing between CNTs is sufficient to prevent collateral damage. We did not apply it at first to the CPW gap samples but did a try on spray-deposited CNT films. One of the samples can be seen on Fig. 127. NanoIntegris 99%-semiconducting SWCNTs were sprayed over the whole surface of a glass microscope cover slip. Silver-ink pads were then manually defined in a corner. The response to high biases and successive electrical breakdowns is reported on Fig. 128. At the first electrical breakdown, at 110V bias i.e. 150V/mm, the resistance is multiplied by 100. At second electrical breakdown, at 230V bias i.e. 310V/mm it is multiplied by 10000. This indicates that the current takes longer and longer paths in the CNT film. However, only small fluctuations in an otherwise mostly ohmic IV curve could be observed even after electrical breakdown. This could be because the gap is much larger than the laser spot here (cf. Fig. 127).

![Fig. 127. Silver-ink pads deposited on sprayed CNTs on glass. From left to right: optical image and SEM images after electrical breakdown. The CNTs used should be 99% semiconducting but high-scattering regions are observed indicating some metallic content. However the shorter metallic paths linking the two electrodes seem to be cut. The gap is about 740-µm-wide.](image-url)
Fig. 128. Observation of two irreversible electrical breakdown steps while measuring the I-V curve of the CNT film. A voltage source was used as no current source was available.

**V.B) Measurement and characterization**

**V.B.1) Physical characterization**

**V.B.1.1) Raman spectroscopy**

Raman spectroscopy was used to check the nature and quality of the CNTs in the fabricated samples.

Raman spectroscopy is a characterization method for crystalline and amorphous materials. It is based on the acousto-optical Raman effect, an inelastic photon scattering. An impeding photon will be scattered with an optical frequency shift corresponding to the vibration frequency of resonant phonons in the crystal lattice or in gas molecules. The majority of the photons is actually scattered elastically so the fundamental frequency needs to be filtered out. The remaining spectrum is measured in a grating-based high-sensitivity spectrometer – a grating disperses polychromatic light just like a prism does but can be engineered to meet the application needs. For a very regular crystal the inelastic scattering produces sharp peaks in the spectrum characteristic of the lattice while for amorphous materials, the broad distribution in lattice will produce a broad spectral shape. The spectrum is usually expressed in terms of Raman shift in cm$^{-1}$ which corresponds to wave vectors (photon/phonon) that can be summed directly.
The main Raman characteristics of SWCNTs are [225] two first order Raman features and a second order one. First, the G band is similar to the first-order graphene lattice peak, at circa 1580 cm\(^{-1}\), but actually made of several peaks, the two main being G+ (vibrations along the CNT axis) and G- (vibrations around the circumference of the CNT) at around 1590 and 1570 cm\(^{-1}\) respectively. A large G+ G- splitting indicates small diameter SWCNTs while MWCNTs usually have a single G peak. The other first-order feature, characteristic of CNTs, is the existence of radial breathing modes (RBM) between 100 and 500 cm\(^{-1}\). Using several laser lines RBM frequencies actually allow characterizing the ratio of metallic to semiconducting CNTs in a sample [225]. From the RBM frequency which is inversely proportional to the diameter of the tube \(d_t\) (for example \(\omega_{\text{RBM}} = 248 / d_t\) cm\(^{-1}\)), we can estimate the diameter \(d_t\) for SWCNTs. MWCNTs, unless they have a very small inner radius, normally do not exhibit RBM. A second order feature is the D band (disorder-induced feature), around 1350 cm\(^{-1}\), indicating defects and multiwall CNTs. Sample purity can be investigated using the D/G band intensity ratio for SWNTs [225]. Here we verify the general appearance of the Raman spectrum according to these criteria to check that we produce high-purity/quality SWCNTs. Analyzing the type of CNT and diameter is interesting if done on fabricated devices to match this and the electrical measurement. Full coverage of the theory can be found in [225], [226].

We used the WITec confocal Raman spectrometry system in Nanoelectronics laboratory 1, School of EEE, NTU (Fig. 129). It can be used with three different continuous-wave laser sources, blue, green and red. We only used the green 532nm laser as it gave sufficient performance in our case. However not all CNTs respond properly to Raman spectroscopy with a given wavelength [196]. The system is comprised of the laser source, an optical microscope switchable from bright-field(observation) to confocal mode (spectrum acquisition), and a grating-based spectrometer which CCD is operated cooled down to -60°C to prevent thermal noise. Shot noise is prevented by averaging over multiple samples (long integration or repeated acquisitions). There are two gratings allowing to choose between larger spectrum or higher spectral finesse.

The sample support is piezo-activated in XYZ and allows scanning predefined zones automatically to record an XY map of Raman spectra – which can be referred to as Raman mapping.
Fig. 129. WITec confocal Raman spectrometry system in Nanoelectronics laboratory 1, School of EEE, NTU.

V.B.1.1.1) Sprayed CNT films

The Raman spectrum measured on the sprayed CNT films (Fig. 130) corroborates the information from NanoIntegris and verifies that the CNTs were not degraded in the process.

![Raman spectrum](image)

Fig. 130. Raman spectrum measured on the sprayed CNT film over glass of the interdigitated sample. $I_D/I_G=45\%$. 
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V.B.1.1.2) CVD-CNT-bridged CPW gaps

For the 20-μm-gap device E0.03 G201 presented section V.A.3.2), Raman mapping was attempted to locate the single CNT without success. For E0.03 G202 (Fig. 131), on the same substrate, Raman mapping was successful enough to find the CNTs and show they are high quality SWCNTs. Raman spectra on darker parts of the sample likely the most defective, with amorphous carbon and MWCNTs reveal a moderate defect peak Fig. 132. These are nevertheless rare regions on the sample and the rest displays either only the substrate response or the response of high-quality SWCNTs.

The nature and quality of the SWCNTs produced is reproducible as presented with Raman mappings and spectra on two zones of another sample produced in a repetition of the growth process, E0.04. These measurements are presented on Fig. 133, Fig. 134 and Fig. 135 and the geometrical correspondence between the CNTs observed under SEM and those detected by Raman mapping is demonstrated on both picked areas.

Fig. 131. Device G202 on sample E0.03. Left to right, top to bottom: SEM image, optical microscope image, Raman map (sum of the signal over the 1550-1630cm\(^{-1}\) band for each
position (x,y) to find regions with a high G peak) and representative Raman spectrum for the area.

Fig. 132. Optically visible wires and dark regions reveal a CNT spectrum as well but with some more defects and possibly MWCNTs.
Fig. 133. Raman mapping of the 1580-1630cm\(^{-1}\) shifts matches the position of the CNTs growing out of a catalyst line by device G501 on sample E0.04. The CNTs are invisible to simple optical microscopy but can be detected and identified through SEM or Raman spectroscopy.

Fig. 134. Full Raman spectra acquired on the CNTs characterized on Fig. 133; from \(I_D/I_G\) we see that very high quality SWCNTs are obtained.
Atomic Force Microscopy (AFM) is a physical characterization technique with many variations but the core principle is to use an atomically-thin tip and piezo actuators to physically scan the surface of a sample. This gives access to resolutions down to 1nm.

AFM is often used to characterize horizontal growth of CNTs or CNT catalyst. We used it to characterize the surface of spray coated samples and shall use it on the CPW gap samples as a final characterization step to determine the exact number and diameters of the CNTs bridging the gaps. However this was not undertaken yet due to the risk of damage (section) of the CNTs by this technique which would destroy the sample in our case. All optoelectronical characterization should thus be achieved before proceeding to AFM characterization. AFM measurement on CNTs grown by techniques and recipes similar to the ones we follow indicate that the CNTs should have an average diameter between 1.1-1.2nm [142], [143] and 1.8nm [158].

V.B.2) Photocurrent characterization

V.B.2.1) Photocurrent setup

The setup we use to measure photocurrent is part of the facilities in Cesare Soci’s laboratory in NTU SPMS. Wang Zilong, one of his PhD students, conceived and set up the bench. It is based on homodyne detection. The principle is to modulate the signal to detect by a given frequency. This modulation frequency, the synchronization signal, is passed onto a
lock-in amplifier receiving the signal. The lock-in amplifier then averages through time the product of the signal it receives (signal to detect and noise) and the synchronization signal. Over a long enough integration time only the component of the received signal modulated at the synchronization will have a non-null average. This technique has two advantages: it effectively reduces the noise – but at the cost of integration time – and, being phase-sensitive, it allows reading a signal without ambiguity. The noise filtering can be further enhanced by preliminary filters, taking good care not to cut the modulating frequency.

In our case the signal to detect is the photocurrent. Therefore the light used to illuminate the sample is modulated using a chopper. A lock-in amplifier is synchronized with the chopper driver. The electrodes at both ends of the CNT are connected as the signal. The device is connected as a current source. To add extra frequency filters the device can be plugged through an intermediary pre-amplifier which itself will need to be connected as voltage source. The setup and its different aspects are illustrated on Fig. 136, Fig. 138 and Fig. 137. For the measurements we present in the next section, the light source used was a 532nm CW laser.

Fig. 136. Schematic illustration of the characterization on a CPW gap sample. The laser is chopped before being propagated to the gap where its 100-µm-diameter spot covers the gap.
The chopper frequency is fed to the lock-in amplifier connected to the electrodes of the sample.

Fig. 137. Experimental photocurrent lock-in amplifier setup using a 532nm CW laser. Top right: lock-in amplifier, top left optical table with freespace laser propagation. Bottom left: going upstream on the optical path, quarter wavelength plate, polarizer, variable density, chopper, laser. Bottom right: Mirror and focusing lens bring the laser to the quartz substrate under the probes.
V.B.2.2) Characterization range

We mostly tried to remain conservative in the ranges of values used to prevent irreversible damage to the samples before completing the characterization.

For optical power, since laser ablation of CNTs is a known and used technique, we may check the range. In [227], an optical parametric oscillator (OPO) producing 10ps-long 24µJ pulses separated by 10ns and by bursts of 1µs at 25Hz for an average power of 60mW is focused on a 100µm-diameter spot. The peak intensity threshold of ablation of CNTs aligned along light polarization is found to be 13MW/mm². The ablation is believed to be of thermal nature. The CNTs are estimated to be heated up to temperatures in excess of 500°C. Depending on the thermal dissipation rate, the intensity to take into account might be lower than the peak pulse intensity. The burst average intensity can give a lower limit approximation of the actual value and is found to be 13kW/mm² since CNTs are a good thermal dissipater and the substrate used (quartz) is transparent, the average intensity in this case, 325mW/mm² is clearly an underestimate. In our case, we used a very similar case of CNTs on a quartz substrate, with a spot diameter of about 100µm as well but a continuous 532nm-wavelength laser up to 140mW power. Hence the intensity was well below damage threshold to CNTs even at maximum power where it is around 18W/mm².
However when electrical current is flowed through the CNTs at the same time, additional heating of the CNTs occurs from Joule heating. This should be taken into account to prevent damaging the CNTs. It also provides an interesting differentiation technique that could be used to selectively remove metallic CNTs. Indeed laser ablation was shown to be orientation selective but, as expected because of its thermal nature, insensitive to chirality. On another hand we explained how selective metallic CNT removal was achieved using electrical breakdown [222], [223]. Because the number of conduction channels depends on a number of conditions such as source-drain and gate bias some semi-conducting CNTs may be damaged in the process. A semi-conducting to metallic voltage threshold at 3kV/cm (60mV bias across a 20µm wide gap) in CNT films has been measured experimentally and reported in [228]. The current and therefore voltage threshold for joule-heating-induced damage could be lowered by combining electrical breakdown to laser heating below damage threshold. However temperature dependence of the conduction of semiconducting SWCNTs would also have to be taken into account.

V.B.2.3) Measurement results

All measurements were made at a chopper frequency of 130Hz unless stated otherwise. This is rather slow so should not filter too much of the signal out if the response is not fast (cf. section V.B.2.3.2), Fig. 157 in particular). It is suited to the filters on the lock-in amplifier and not a multiple of 50 and 60Hz, the mains modulation frequencies which need to be filtered out using notch filters.

V.B.2.3.1) CVD-CNT-bridged CPW gaps

V.B.2.3.1.1) Gap bridged by 13 to 16 CNTs of mixed chirality

The first device we present, E0.03 G202, comprises a mix of metallic and semiconducting CNTs. This leads to a relatively large ohmic current. The IV curve, Fig. 139, shows a mostly-ohmic response with apparent current saturation above 1-1.5V. At 1V the total resistance is 133kΩ and over a 20-µm-long gap this means a linear resistivity of 6.67kΩ/µm which is compatible with 1 to 10CNTS conducting. In the zone where current would normally saturate, the effect of illumination at 245µW (red) and 2mW (green) seems to allow additional conduction with some remanence as the curves after illumination (blue) remain higher than the original one (black-greys).
Fig. 139. IV curve shows a mostly-ohmic response with apparent current saturation above 1-1.5V.

The photocurrent, Fig. 140, seems to scale with optical power and displays an exponential increase with bias before saturation. The saturation threshold shifts higher in bias as the laser power decreases. It must be limited by the total amount of power that can flow through the CNTs as was previously seen on saturation of the ohmic regime on Fig. 139.

Fig. 140. Photocurrent (module) as a function of bias ($V_{ds}$). There is actually a sign change between negative and positive bias. For lower powers measurements were only recorded with negative bias because of the relative symmetry of the curve.
However, characterization of the many other devices we fabricated would be necessary to extract statistical data on these mixed CNT samples. The next device we report on provides a shortcut to some valuable information.

**V.B.2.3.1.2) Gap bridged by a single semiconducting-SWCNT**

The device E0.03 G201 gives us more insight on the photocurrent in sc-SWCNTs as we will experimentally characterize a single CNT only with repeatable electrical contact, well defined alignment and exposed length.

First observation, as reported Fig. 141, the photocurrent is dependent on the position of the incident beam on the device. Because of the small dimensions of the device, the position is varied arbitrarily and assigned a pseudoposition number respecting the spatial order of the successive beam positions. If the beam is scanned from left to right on the figure (direction normal to the CNT), the photocurrent profile seems to follow the incident beam profile, radially decreasing. This is actually expected, provided that the photocurrent scales with the light intensity: it is then somewhat equivalent to convoluting the beam profile with a Dirac. If the laser beam is scanning from top to bottom (along the CNT axis), the current is minimum at the center and maximum at the extremities of the electrodes. This can be understood as the necessity to create asymmetries in the structure to induce preferential differentiation of the photocurrent carriers. CNT-metal contact could also be an explanation [202].
The photocurrent is dependent on the position of the incident beam on the device. Because of the small dimensions of the device, the position is varied arbitrarily and assigned a pseudoposition number respecting the spatial order.

The next observation is that the photocurrent in a sc-SWCNT is independent of bias, at least moderate, as checked up to 1V i.e. an electric field of 50V/mm on Fig. 144. On this same figure the photocurrent appears to scale with the incoming laser power. On Fig. 145 we show that there exists a linear relation between photocurrent and laser power, as expected.

On Fig. 142 and Fig. 143 we show two relative orientations of the CNT and incoming light. The initial measurements were made with the CNT parallel to the incoming polarization but normal to the incidence plane. However it is clear that the transfer of momentum will be much more efficient if the CNT is aligned with the plane of incidence, especially with a 45-50° incidence angle that is very similar to the angles used to excite plasmons at the surface of metals. On Fig. 146 we verify that the photocurrent generated in the optimal configuration is five times stronger for the same illumination. What is less clear a priori is how the crossed configurations compare – CNT normal to the plane of incidence but parallel to polarization and CNT in the plane of incidence but normal to polarization. Using a quarter-wavelength plate to rotate the polarization we investigated incidence parallel and normal to the CNT with all linear polarizations. The results are presented on Fig. 147.
Fig. 142. CNT normal to the plane of incidence, s-polarization parallel to CNT.

Fig. 143. CNT in the plane of incidence, p-polarization parallel to CNT.

Fig. 144. Photocurrent independent of $V_{ds} < 1V$ (measured with CNT normal to the plane of incidence and s-polarization)
Fig. 145. Laser power dependence of photocurrent for CNT normal to the plane of incidence and s-polarization (thus parallel to CNT). Different colors correspond to measurement taken at different times thus validating the reproducibility of the measure.

Fig. 146. Laser power dependence of photocurrent for CNT in the plane of incidence and p-polarization (thus parallel to CNT).

Fig. 147. CVD single SWCNT polarization and incidence. Laser power: 10mW, chopped.

For an incidence parallel to the CNT, as expected, the efficiency is maximum when the polarization is aligned with the CNT and penetrating the substrate (p) while it is minimum when the polarization is normal to the CNT and almost fully reflected at the surface of the substrate (s) – because we work close to the Brewster angle for quartz. However the other
results are not as straightforward. Firstly, whatever the polarization, incidence parallel to the CNT is at least twice as efficient as normal incidence. Secondly, for normal incidence, p-polarization is 1.7 times more efficient than s-polarization which is parallel to the CNT. This may be due to the better penetration through the substrate or minor misalignments that make the projection of the p-polarization along the CNT non-null.

As a conclusion we have determined the optimal illumination parameters for aligned pure sc-SWCNTs and verified a linear relation between light intensity and photocurrent while limited bias was shown not to affect the response.

V.B.2.3.2) Sprayed-CNT films

A scalable way to produce good semiconducting films from CNTs is spray gun. By concentrating on DC response for now we can use interdigitated designs to improve dramatically the currents thanks to a much longer connection.

We shall now experimentally investigate their properties. On Fig. 148 we observe that the response to laser power or more precisely the resulting light intensity is linear like before but with 33 times more photocurrent. This time however, bias plays an important role because the CNT film is not fully semiconductor and, although the gap is not longer, the electrodes are further apart. The response to tension is quasi-linear which we can also express through a photoimpedance (Fig. 149). The beam is much smaller than the exposable area this time (100-μm-diameter for more than 1mmx1mm for the patterned area), and the response is variable from 0 to 300 pA depending on the exposed area. Tuning the position of the beam is therefore needed at the current fabrication stage. We also study beam incidence influence like we have done in the previous section. Fig. 150 and Fig. 151 illustrate the incidences parallel and normal to propagation between the gaps. Fig. 152 and Fig. 153 show that, again, p-polarization is the most effective with any incidence. We show on Fig. 155 that the photocurrent response is the same for the two orthogonal incidence directions chosen if the polarization is the same and the spot used is the same; Fig. 154 illustrates one of the optimal spots found that was used for these measurements by rotating the sample then reoptimizing the response through beam methodic sweeping.
Fig. 148. Photocurrent response of randomly oriented sc-SWCNT films to light intensity at 0V bias (left) and bias at 10mW laser power (right).

Photo-impedance 30MΩ

Position dependent

Fig. 149. Very high photo-impedance of the film (left) as calculated from the data reported on Fig. 148 and dependence of the photocurrent over the position of the beam illustrated (right) by a sample of positions over the grid (as shown on the inset) and the measured current.
Fig. 150. Incidence parallel to propagation in the gaps.

Fig. 151. Incidence normal to propagation in the gaps.

Fig. 152. Photocurrent dependence in polarization at incidence parallel to the gap propagation, 0V and 10mW.

Fig. 153. Photocurrent dependence in polarization at incidence normal to the gap propagation, 0V and 60mW.
Invariance with incidence angle vs structure

In a second time we study the low frequency/DC dynamics of the photocurrent response. By manually chopping the beam at ~2Hz we see the photocurrent ON-OFF ratio is very good: 850pA vs. 300pA at 0 bias and 64mW impeding green laser power (cf. Fig. 156). However the ratio is limited by a slow time response. At 130Hz, the modulation is already limited. We quantified the decrease in photocurrent for frequency modulation from 85Hz through to 4kHz. The result of these measurements is reported on Fig. 157.
Finally, we evaluate the scalability of our fabrication technique by comparing the photocurrent performance of three similar devices fabricated on the same glass cover slip. The response, reported on Fig. 158, shows similar but far from identical performances, indicating that homogenizing the coating would be required for potential large-scale applications.

**Fig. 156.** Direct current measurement shows a clear ΔI but a slow response; at 130Hz the modulation is limited by the time response and only varies by 10% instead of +200% at 63.7mW and 0V bias.

**Fig. 157.** Signal dependence on chop frequency. If the signal is modulated too fast, the modulation amplitude decreases because the current does not rise or fall fast enough to reach its minimum and maximum values.

\[
y = -0.799 \ln(x) + 8.0838
\]
Fig. 158. Improve uniformity of coating: 3 devices have quite similar but still different performance.

As a conclusion we have determined the optimal illumination parameters for randomly-oriented SWCNTs with small metallic content. The incidence plane has been shown to be indifferent but p-polarization is consistently more effective than s-polarization which is expected since p-polarization will penetrate the substrate better close to Brewster angle. We have verified a linear relation between light intensity and photocurrent with a small threshold (for one of the measured position, 13.6pA/mW -0.7pA for another 67pA/mW) and a quasi-linear relation with bias indicating that at 10mW optical power the impedance added in parallel is 30MΩ at this position. Hence photomodulation will be difficult to achieve as such. But since only a small part of the design is illuminated this could be improved. Furthermore the large position dependence indicates there are better photocurrent generating sites. At slow modulation the current is seen to vary very widely (almost +200%) against omly 10% modulation at 130Hz. Hence for slow modulation optical control could be possible.

V.C) Clues for analysis and design

The full analysis of the photocurrent could not be carried out due to limited time. Although we expect the trends outlined here will be maintained, additional experimental parameters should be tested in particular using better suited laser wavelengths to improve the absolute value of the photocurrent, measuring the high-frequency response and depositing a gate over compatible samples to tune the CNTs bandgap. Temperature-dependent response would be interesting too, not for our final application, but it could help distinguish
contributions. Below we report a few directions that could be investigated to understand the physics of photocurrent response in CNTs and improve it and antenna designs that may be actuated optically. Again, due to limited time, this material is incomplete but provided as such here because it may help for future interpretation, analysis and design.

V.C.1) Photovoltaic current vs. Photothermoelectric current

There are competing sources in the photocurrent we observe. Interesting reviews can be found in [229] and [230], [231].

For semiconducting CNTs, distance from the charge separation position to the two electrodes may be sufficient to create a net current. A better response can be engineered by introducing asymmetric electrodes. A difference in workfunction can be used by contacting CNTs with two different metals such as titanium and palladium [232] or aluminum and palladium [233]. p-n junctions with CNTs as the hole acceptor and Si [30] or CdSe [234] as electron donor were also reported.

The photothermoelectric current observable in metallic CNTs is a rather fast process and the current generation is due to a difference in Seebeck (thermoelectric) coefficients between the CNTs and the metal of the electrodes. Scanning photocurrent microscopy shows clear maximums at the CNT-metal junctions with a current reversal in the middle of the gap [229], [202]–[205]. The response is polarization sensitive as also modeled in [205] and quite a fast process as the author claim no sign of cut-off seen up to 6 kHz using a lock-in amplifier.

Finally potential improvement of light sensitivity could be obtained by CNT decoration with gold nanoparticles [196] which has proved to enhance Raman response by large factors.

V.C.2) Antenna designs

These are a few ideas of planar agile antenna designs that may be fabricated with CNTs using the processes we established. They have not been simulated yet and the change in conductivity from the CNTs necessary to their operation needs to be assessed.
V.C.2.1) Tunable PIFA

A fully monolayer planar inverted-F antenna could be realized using the process for the CPW gaps with the shorting loop to the ground made of lattice-aligned CNTs or the fabrication process of the interdigitated samples with solution-deposited CNTs.

![Diagram of a CPW-fed PIFA antenna with a horizontal CNT shorting loop.](image)

Fig. 159. Concept of a CPW-fed PIFA antenna with a horizontal CNT shorting loop realized by lattice-aligned CVD grown CNTs or spray-coated/inkjet-printed CNTs.

V.C.2.2) Rejection-band antenna

A trapezoidal monopole realizes an ultra-wide-band (UWB) antenna. By carving a slot in the monopole (cf. Fig. 160), an antiresonance peak can be created forming a notch rejection band in the otherwise UWB antenna. By covering this slot with a photoswitchable material, the rejection band could be activated or deactivated at will by optical control.
V.C.2.3) Low profile corrugated antennas

Holographic antennas and bull’s eye antennas are low profile corrugated antennas that allow well directed radiation from a planar geometry. By locally changing the conductivity of the groves one could imagine realizing beam-shifting without the need for an antenna array. This could be realized with spray-coated CNT groves if the photoresponse is sufficiently pronounced.
Chapter VI) Conclusion and outlook

VI.A) Summary of the main achievements

In this PhD project we set the ambitious goal of investigating the use of CNTs to design and fabricate short resonant antennas and optically-controlled antennas, starting only from models for a single metallic SWCNT and unperfected growth of vertical CNT arrays in a then one-year-old joint Singaporean-French laboratory on the campus of the still relatively young, but quickly evolving, dynamic and state-of-the-art-equipped Nanyang Technological University.

Significant progress has been made in the course of these three years. At start, simulation and fabrication capabilities dealt with almost unrelated cases – on one hand a single to a few metallic SWCNTs excited with a lumped port but not even connecting electrodes and, on the other hand, CNT ropes, unpatterned or large CNT arrays with hundreds to billions of CNTs that need to be contacted through micrometer-scale electrodes. We have now bridged the gap between modeling and fabrication techniques to an extent such that we could simulate and fabricate first measurable antenna prototypes.

This was possible in part thanks to the close collaboration with and training received from research students and staff in NTU specialized in CNT growth and microelectronics fabrication techniques. Knowing and practicing the existing fabrication processes allowed conceiving designs based on them while, as one of the main contributions of this PhD work, the mesoscopic model approach allowed modeling the numerous CNTs in fabricated structures while highlighting the only important local physical parameter: the average CNT density. Inhomogeneity at a scale below operating wavelength can be averaged and above this can be implemented as position dependent density. Therefore simulation requires infinitely less input than when CNTs were described singularly with their diameter and position.

If the initial move was to adapt the CNT model to the existing fabrication and characterization techniques, simulation of CNT-based antennas eventually pointed to fabrication requisites. A second major contribution of this PhD work was the development of latticed-aligned horizontal CNT growth on quartz substrate a technique that was not mastered or even in use in the laboratory. This was accompanied by a parametric study on catalyst
deposition methods to remedy to the issues the rest of the group faced with scarcely available e-beam-deposited iron catalyst of variable quality. State-of-the-art results have been obtained although additional refinement should be carried out.

A third achievement, building upon the two first ones, is the elaboration of a complete engineering toolbox for CNT-based resonant antenna design and the realization of first prototypes from design and simulation to fabrication and characterization.

Finally, characterization methods, physical models and antenna designs were identified for the development of CNT-based optically controlled agile antennas while optimal illumination parameters were determined experimentally. In the subsections below, we draw the main conclusions on each of these achievements and indicate possible perspectives.

VI.A.1) Modeling

We developed and adapted all necessary models for advanced engineering, design and simulation from the peculiar properties of carbon nanotubes and nanowires. Metallic SWCNTs were the focus of our work for the relative simplicity they provide compared to MWCNTs in terms of predictive design but models for semiconducting SWCNTs and MWCNTs have been established as well. Similarly the approach adopted for deriving the CNT model is fairly general and can be applied to many types of nanostructures. Although we lacked the time to explore this much, combined to the suited fabrication processes, it could help assess the interest of certain nanostructures as metamaterials. A few structures that could be modeled and on which experimental collaboration in Singapore is possible include: the SiNW-CNT hybrids we have developed, 3D graphene [235] as developed by Xiehong Cao et al. in NTU or suspended graphene on CNT scaffolds as developed by Sharon Xiaodai Lim [236] in NUS.

In the case of materials without a full theoretical model but correctly characterized our approach could help establish phenomenological models to then predict the effect of tuning densities, lengths and orientations in the nanostructure.

The CNT model could also benefit from a direct relation between remote material characterization such as Raman and the phenomenological constants of the model (plasmon
lifetime) to make quantitative assessment of CNTs rather than qualitative before or without the need for the fabrication of electrical contacts for direct measurement.

**VI.A.2) Fabrication**

We identified and developed a stable and repeatable growth technique for high quality horizontally aligned CNTs. We also demonstrated the use of varied sources of metal catalyst such as scratching, e-beam deposition and solution-based techniques. The process could benefit from some extra fine-tuning in particular to regulate the metallic to semiconducting CNT ratio. Spray-coating of solution-sorted CNTs was successfully implemented and would provide a scalable fabrication technique for photosensitive devices using shadow masks or photolithography to pattern the CNTs and metallic parts. Indeed the steps in the photolithography process were shown not to remove CNTs on the surface of the substrate.

**VI.A.3) Design**

Tools, rules and charts were established for electrically-short resonant CNT antennas. Some of the main rules follow. For a given plasmon lifetime $\tau$, dependent on the CNT quality i.e. on the absence of defects and bends, $F_\nu = \frac{1}{2\pi\tau}$ is the minimum operating frequency to observe a size reduction and, for a limited number of CNTs, the losses become negligible for $f \geq \sqrt{10}F_\nu$. For $\tau = 3ps$, these limits are 53GHz and 168GHz. Common CVD CNTs may have $\tau$ three to ten times smaller and thus $F_\nu \sim 160 - 530GHz$ which highlights the necessity for very high quality CNTs unless prepared to work at THz frequencies which is coincidentally the domain where most CNT resonance studies have been reported in simulation and experiments and, with the reduction factor the plasmon wavelength conveniently corresponds to the lengths of solution-processed CNTs. As a rule of thumb, the size reduction only depends on the number of SWCNTs in the bundle and is about $50/\sqrt{N_{\text{CNT}}}$ while the resonance frequency varies as the inverse of CNT length and the square root of the number of CNTs i.e. $f_{\text{res,bundle}} \propto \frac{1}{l_{\text{CNT}}}\sqrt{\frac{N_{\text{CNT}}}{l_{\text{CNT}}}}$ (the precise formula is slightly different cf. equation (168)), the input impedance varies as $Z_{in} \propto \frac{l_{\text{CNT}}}{N_{\text{CNT}}}$. With these tendencies it is clear that for a fixed size reduction and thus number of CNTs lower input impedances can be achieved at higher frequency.
Beyond this specific application, the tools we developed allow us to study varied structures of which the follow-up project initiated by Philippe Coquet, Philippe Ferrari, Florence Podevin and Dominique Baillargeat that should be investigated by Mathieu Cometto who is starting his PhD in CINTRA. The model is in use in CINTRA and XLIM as an assessment tool for various CNT-based structures [72].

VI.A.4) Optical control

The ideal illumination configuration has been determined as being an incident angle close to the Brewster angle and p-polarization to favor the penetration of light. If the CNTs are preferentially aligned along a direction then the light effect is polarization sensitive and, still hitting at Brewster angle and p-polarisation the incidence plane should be aligned with the CNT for maximum efficiency. Different fabrication techniques were analyzed, and a scalable spray-gun fabrication technique identified. Further investigation will need to be carried out on light wavelength dependence – 488nm and 1µm lasers should yield better efficiency than the 532nm CW laser used as the only available source then – and on RF and time-dependent photocurrent. Depending on their photosensitivity CNTs could be used either as photoactivable cells or as loading of classical metallic radiators and in this second case the response could be enhanced through multimaterial junctions that are better suited for photocurrent generation.

VI.B) Conclusions on CNT-based antennas

Electrically-short resonant CNT antennas do provide a gain in performance for niche applications where the size reduction is necessary despite already physically small antennas at operating frequencies above 100GHz. The gain in radiation over classical electrically-short CNT antennas is only 1.6 (+2dB) but the fact that these antennas are resonant and thus have a real input impedance at resonance allows designing impedance-matched feeds which is difficult to attain for conventional electrically-short dipoles. Therefore the realized gain (power radiated/power at the terminal) can be quite well improved.

They are also an interesting solution for wireless connection of nano-elements and nanodevices to classical microelectronics where ohmic contact is not appropriated and realize an interesting impedance transformation through free-space transmission. They could be directly fabricated as part of the nanodevice. In this case, as we have proposed, arrays of
remotely-interrogated nanosensors could be fabricated for biological sampling for instance then scanned by a tiny hovering horn antenna or similar. High-density on chip communication could also be an application [191], [192].

The design of these resonant antennas is however challenging in terms of both modeling and fabrication considerations. This led us to develop advanced tools and know-hows on nanostructures EM and circuit modeling, CNT growth and CNT-based fabrication processes – a toolbox that can now be applied to a broad range of applications.

Future work on electrically-short CNT antennas should be focused on integrating the antennas with suitable nanodevices on one hand and designing more advanced structures such as potentially super-resolved array antennas on the other hand. Future work on optical control will include the realization of classical antennas and array antennas with a photosensitive area using low-cost flexible substrates such as Kapton and low-cost scalable processes such as spray-coating with shadow masks and inkjet printing. An exciting perspective lies in the fabrication of antennas using CNT arrays as a substrate for miniaturization relying only on the metallic nature of the CNTs and their anisotropy. Departing from the initial antenna applications, there is huge potential for CNTs in RF and THz electromagnetics or even optics using their specific anisotropy in aligned arrays and the dependence of their electrical and optical properties on their number of walls, density and chirality – when these can be controlled.

VI.C) Outlook on related slow-wave technologies

VI.C.1) Metamaterial substrate

In electrically-short resonant CNT antennas we were using the increased inductance from the kinetic inductance to decrease the propagation speed along a transmission line i.e., recalling equation (144):

\[
\nu_p = \frac{\omega}{\beta} = \frac{1}{\sqrt{LC}} \left[ \frac{2}{\sqrt{1 + \left( \frac{R}{\omega L} \right)^2 (\frac{R}{\omega T})^2}} \right] \approx \frac{1}{\sqrt{LC}}
\] (182)
Reducing the phase velocity allows reducing the size of components. In the low-loss approximation the expression of $v_p$ is symmetric in $L$ and $C$. Hence artificially increasing $C$ or $L$ by manipulating the substrate properties would have the same slow-wave effect.

VI.C.2) Graphene and hybrid structures

Graphene shares the slow-wave propagation property of CNTs and has certain advantages over them in particular the better contact for planar electronics and its sheet like configuration that makes it preferable to aligned CNT strips in certain configurations as the CNTs density may vary. It is investigated for THz antennas and arrays in a few groups [66], [68], [69], [83], [193], [237]–[239]. Hybrid structures like graphene suspended on CNT pillars [236] could also be an interesting path.
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Appendices

Appendix 1 – Effective circuit diagram for an SWCNT

Here, following [8], [94], we show how the representation of four spinless interacting modes of a SWCNT as parallel transmission lines reported in section I.A.1.1) is correctly simplified to a single effective transmission line.

The electrons in the four channels interact, which is encompassed by a distributed electrostatic capacitance, $C_{ES}$. A length independent $C_{ES}$ is effectively defined for CNTs longer than the Debye length or close enough to another conductor [94]. Thus, writing a generalized $Q=CV$ [8]:

$$
\begin{pmatrix}
V_{a1} \\
V_{a\uparrow} \\
V_{b1} \\
V_{b\uparrow}
\end{pmatrix} =
\begin{pmatrix}
C_{Q1}^{-1} + C_{ES}^{-1} & C_{ES}^{-1} & C_{Q1}^{-1} & C_{ES}^{-1} \\
C_{ES}^{-1} & C_{Q1}^{-1} + C_{ES}^{-1} & C_{ES}^{-1} & C_{ES}^{-1} \\
C_{ES}^{-1} & C_{ES}^{-1} & C_{Q1}^{-1} + C_{ES}^{-1} & C_{ES}^{-1} \\
C_{ES}^{-1} & C_{ES}^{-1} & C_{ES}^{-1} & C_{Q1}^{-1} + C_{ES}^{-1}
\end{pmatrix}
\begin{pmatrix}
\rho_{a1} \\
\rho_{a\uparrow} \\
\rho_{b1} \\
\rho_{b\uparrow}
\end{pmatrix}
$$

Or in vector notation:

$$
\mathbf{v} = \mathbf{C}^{-1}\mathbf{\rho}
$$

where (a,b) are the two sublattice channels and (↑,↓) the two spin states and $V_{x\downarrow}$ is the potential for the $x\downarrow$ mode. Let us demonstrate that by choosing ingeniously the base we can obtain four independent modes – and hence extract the net current and the characteristics of the CNT TL.

$\mathbf{C}^{-1}$ is a real symmetric matrix hence it can be diagonalized by an orthogonal matrix $\mathbf{M}$ (i.e. such that $\mathbf{M}^{-1}=\mathbf{M}^T\mathbf{C}^{-1}\mathbf{M}$). Furthermore $\frac{1}{2}(1 \, 1 \, 1 \, 1)$ is an obvious Eigen vector of $\mathbf{C}^{-1}$ with Eigen value $C_{Q1}^{-1} + 4C_{ES}^{-1}$ or can be found so by noting that $\mathbf{C}^{-1} = C_{Q1}^{-1}\mathbf{I}_4 + C_{ES}^{-1}(\mathbf{1})_4$. The latter also implies that the three remaining normal vectors have components summing to zero and Eigen value $C_{Q1}^{-1}$. A basis of four orthogonal modes can thus be defined as a linear combination of the four precedent ones and form the matrix $\mathbf{M}$.
below such that \( \mathbf{v}' = \mathbf{Mv} \). It appears that there is only one charged (or common) mode \( V_{CM} \) and three neutral (or differential) modes \( V_{Di}, i \in [1,3] \).

\[
\begin{pmatrix}
V_{CM} \\
V_{D1} \\
V_{D2} \\
V_{D3}
\end{pmatrix} = \frac{1}{2}
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{pmatrix}
\begin{pmatrix}
V_{a1} \\
V_{a2} \\
V_{b1} \\
V_{b2}
\end{pmatrix}
\quad (185)
\]

The same relations are defined for \( \rho_{x\uparrow} \) and \( I_{x\uparrow} \). \( \mathbf{M} \) is orthogonal but also symmetric so we have \( \mathbf{M}^{-1} = \mathbf{M}^T = \mathbf{M} \). Hence \( \mathbf{v}' = \mathbf{Mv} = \mathbf{M}C^{-1}\mathbf{\rho} = \mathbf{M}C^{-1}\mathbf{M}\mathbf{\rho}' = \mathbf{M}^T\mathbf{C}^{-1}\mathbf{M}\mathbf{\rho}' = \mathbf{C}^{-1}\mathbf{\rho}' \).

Finally we obtain our diagonalized generalized \( Q=CV \):

\[
\begin{pmatrix}
V_{CM} \\
V_{D1} \\
V_{D2} \\
V_{D3}
\end{pmatrix} = \begin{pmatrix}
C_{Q1}^{-1} + 4C_{E}\mathbf{1} & 0 & 0 & 0 \\
0 & C_{Q1}^{-1} & 0 & 0 \\
0 & 0 & C_{Q1}^{-1} & 0 \\
0 & 0 & 0 & C_{Q1}^{-1}
\end{pmatrix}
\begin{pmatrix}
\rho_{CM} \\
\rho_{D1} \\
\rho_{D2} \\
\rho_{D3}
\end{pmatrix}
\quad (186)
\]

Once this basis is adopted Bockrath [94] and Burke [8] respectively derive the transmission line parameters through a Lagrangian or the telegrapher equations. In the latter case the equations are obtained noting that:

\[
\frac{\partial \mathbf{p}'(z,t)}{\partial t} = -\frac{\partial \mathbf{I}'(z,t)}{\partial z}
\quad (187)
\]

Finally one obtains the propagation speed and characteristic impedance of the common mode of a four channel CNT as follows:

\[
v_{p,CM} = \sqrt{\frac{1}{L_{K1}} \left( \frac{1}{C_{Q1}} + \frac{4}{C_{ES}} \right)} = v_{F} \sqrt{1 + \frac{4C_{Q1}}{C_{ES}}} \equiv \frac{v_{F}}{g}
\quad (188)
\]

\[
Z_{c,CM} = \sqrt{L_{K1} \left( \frac{4}{C_{ES}} + \frac{1}{C_{Q1}} \right)} = v_{F} \sqrt{1 + \frac{4C_{Q1}}{C_{ES}}} = \frac{1}{g} \frac{h}{2e^2}
\quad (189)
\]

Because \( V_{CM} = \frac{1}{2} (V_{a1} + V_{a2} + V_{b1} + V_{b2}) = 2V_{ext} \) while \( I_{CM} = \frac{1}{2} I_{ext} \), the measured quantity is not the characteristic impedance of the common mode but one fourth of it. The propagation speed should remain the same as that of the charged mode. Hence the equivalent single transmission line is defined with effective kinetic inductance and quantum capacitance as follows:
Which verifies:

\[ L_K = \frac{1}{4} L_{K1} = \frac{h}{8e^2v_F} = \frac{R_0}{4v_F} \]  \hspace{1cm} (190)

\[ C_Q = 4C_{Q1} = \frac{8e^2}{h\nu_F} = \frac{4}{R_0\nu_F} \]  \hspace{1cm} (191)

\[ v_p = \sqrt[4]{L_K \left( \frac{1}{C_Q} + \frac{1}{C_{ES}} \right)} = \sqrt[4]{\frac{4}{L_{K1} \left( \frac{1}{4C_{Q1}} + \frac{1}{C_{ES}} \right)}} = v_{p,CM} \]  \hspace{1cm} (192)

\[ Z_c = \sqrt{L_K \left( \frac{1}{C_{ES}} + \frac{1}{C_Q} \right)} = \sqrt{\frac{L_{K1}}{4} \left( \frac{1}{C_{ES}} + \frac{1}{4C_{Q1}} \right)} = \frac{1}{4} Z_{c,CM} \]  \hspace{1cm} (193)

Additional considerations on this model follow in section I.A.1.1).

Appendix 2 – Fortran codes for the complex properties in EMXD

This section presents the Fortran codes used to generate the complex properties in EMXD as reported in section II.C.1.1).

For the surface impedance of a hollow cylinder modeling a SWCNT, file bdld_sc4.f90:

```
PROGRAM bdld_sc4
IMPLICIT NONE

CHARACTER(LEN=*) , PARAMETER :: PROJET = 'bdld' , &
NUMERO = '4'

! CONSTANTES MATHEMATIQUES ET PHYSIQUES.
! -------------------------------
DOUBLE PRECISION , PARAMETER :: CONPI = 3.141592653589793238462643383D+00

! VITESSE DE LA LUMIERE DANS LE VIDE (MM/NS).
! -------------------------------
DOUBLE PRECISION , PARAMETER :: CONC = 299.792458D+00

! PERMEABILITE ET PERMITTIVITE DU VIDE.
! -------------------------------
DOUBLE PRECISION , PARAMETER :: CONMU0 = 4.0D-07 * CONPI
DOUBLE PRECISION , PARAMETER :: CONEP0 = 1.0D-12 / ( CONMU0 * CONC * CONC )

DOUBLE PRECISION , PARAMETER :: Z0 = CONMU0 * CONC * 1.0D+06

! COMPLEXE i.
! -------------------------------
DOUBLE COMPLEX , PARAMETER :: CONJ = ( 0.0D+00, 1.0D+00 )
```

259
For the bulk conductivity of a hexagonal bundle of SWCNTs, defined by CNT number and spacing rather than density, file bdld_c1.f90:

```fortran
PROGRAM bdld_c1
  IMPLICIT NONE

  CHARACTER(LEN=*) , PARAMETER :: PROJET = 'bdld', &
  NUMERO = '1'

  ! CONSTANTES MATHEMATIQUES ET PHYSIQUES.
  ! ------------------------------------------
  DOUBLE PRECISION , PARAMETER :: CONPI = 3.141592653589793238462643383D+00
  DOUBLE PRECISION , PARAMETER :: CONE = 1.60217649D-19
  DOUBLE PRECISION , PARAMETER :: CONH = 6.62606896D-34

  ! VITESSE DE LA LUMIERE DANS LE VIDE (MM/NS).
  ! ------------------------------------------
  DOUBLE PRECISION , PARAMETER :: CONC = 299.792458D+00
```

```fortran
INTEGER, PARAMETER :: LU = 10

DOUBLE COMPLEX :: F, ZS

DOUBLE PRECISION :: SIGMA = 6.05D+02

! VARIABLES.

DOUBLE PRECISION :: RADIUS = 2.36D-09

! LECTURE DE LA FREQUENCE EN GHZ.

OPEN (LU, FILE=PROJET//'.f0', ACCESS=SEQUENTIAL, FORM=UNFORMATTED)
REWORK (LU)
READ (LU) F
CLOSE (LU)

! CALCUL DE L'IMPEDANCE.

ZS = 6.96D09*RADIUS/Z0 + CONJ*0.1312D09*F*RADIUS/Z0

PRINT*, 'Freq = ', F, 'ZS = ', ZS

! ECRITURE DE L'IMPEDANCE NORMALISEE.

OPEN (LU, FILE=PROJET//'st'//NUMERO, ACCESS=SEQUENTIAL, FORM=UNFORMATTED)
REWORK (LU)
WRITE (LU) ZS
CLOSE (LU)

OPEN (LU+1, FILE=PROJET//'zs'//NUMERO, ACCESS=APPEND, FORM=FORMATTED)
WRITE (LU+1, '(D15.5, D15.5)') F, ZS
CLOSE (LU+1)
END PROGRAM bdld_sc4
```
! PERMEABILITE ET PERMITTIVITE DU VIDE.
! -----------------------------
! DOUBLE PRECISION, PARAMETER :: CONMU0 = 4.0D-07 * CONPI
! DOUBLE PRECISION, PARAMETER :: CONEPO = 1.0D-12 / ( CONMU0 * CONC * CONC )
! DOUBLE PRECISION, PARAMETER :: Z0 = CONMU0 * CONC * 1.0D+06

! CONSTANTES CARACTERISTIQUES DES CNT DE PETIT RAYON.
! -------------------------
DOUBLES PRECISION, PARAMETER :: VF = 9.71D+05
DOUBLES PRECISION, PARAMETER :: NU = (1./3.)*1D+12
DOUBLES PRECISION, PARAMETER :: FNU = NU/(2.*CONPI)

! COMPLEXE i.
! -----------
DOUBLES PRECISION, PARAMETER :: CONJ = (0.0D+00,1.0D+00)

! VARIABLES.
! -------
DOUBLES PRECISION :: RADIUS = 2.36E-09
DOUBLES PRECISION :: N = 3.0E+00
DOUBLES PRECISION :: DELTAR = 3.4E-09
DOUBLES PRECISION :: F, NCNT, SURF, DCNT, K, SBULK5, SBULK6, SBULK1, SBULK2, SBULK3, SBULK4

! LECTURE DE LA FREQUENCE EN GHZ.
! ------
OPEN (LU,FILE=PROJET/'.f0',ACCESS='SEQUENTIAL',FORM='UNFORMATTED')
REWIND (LU)
READ (LU) F
CLOSE (LU)

! CALCUL DE L'IMPEDEANCE.
! -------------------------------
F=F*1.0E+09   !F en GHz convertie en Hz
NCNT = 1+(N+1)*N/2
SURF = ( SQRT(3.0)*SQRT(3.0)/2.0)*N*DELTAR +
SQRT(2.0*SQRT(3.0)/3.0)*RADII)**2
DCNT = NCNT/SURF
K = 8.0*CONE**2*VF/CONH/NU*(DCNT) !8*(CONE**2/CONH)*(VF/NU)*(DCNT)
SBULK1=0
SBULK2=0
SBULK3=0
SBULK4=0
SBULK5=K/(1+(F/FNU)**2)
SBULK6=-K*(F/FNU)/(1+(F/FNU)**2)

! SBULK = 8*CONE^2*VF/(CONH*NU)*(DCNT)*(1-CONJ*(F/FNU))/(1+(F/FNU)^2)
print*, 'Freq = ', F, 'Re(Sbulk,z) = ', Sbulk5, 'Im(Sbulk,z) = ', Sbulk6

! ECRITURE DE L'IMPEDEANCE NORMALISEE.
! -------
Appendix 3 – Matlab code to enhance contrast in SEM images.

In section II.C.3.2), estimating the number of CNTs in a bundle from SEM images is found difficult due to poor contrast. A Matlab code has been developed to enhance contrast in SEM images with various techniques. It renormalizes the images between either each image’s own extreme values or the images set’s to extend the range used. It then plots for each image a histogram of grey values, the image with a false color scale to improve visual dynamics for the user, the image filtered with a log scale and with a threshold.

```matlab
N=6; % nb of images
n=5; % first image to read
thresh=0.3.*ones(N);

path='C:\Users\frank\Documents\_Characterisa-
PC\Measurements\110128_SEM\device5-10\selec\device';
fileext='.jpg';
%siz=size(imread(strcat(path,sprintf('%d',n),fileext)));
%siz for crop
siz=[710 1024 3];
imgs=zeros([siz(1) siz(2) N]); %gathers the cropped images along the 3rd dimension
imgthres=zeros([siz(1) siz(2) N]);
maxis=zeros(1,N);
minis=ones(1,N);

%gather the images in imgs and fill maxis and minis to find the global max %and min of all images to determine the renormalization range
for i=n:n+N-1
    img=double(sum(imread(strcat(path,sprintf('%d',i),fileext)),3))./3;
    % crop
    img=img(1:710,:);
    mini=min(min(img));
    maxi=max(max(img));
```
Appendix 4 – Radiation resistance

Following [16] (largely based on [243]) the radiation resistance of a short CNT dipole is:

\[
R_{r,l_{\text{CNT}}} = \left(\frac{\lambda_p}{\lambda}\right)^2 \sqrt{\frac{\mu}{\epsilon}} \xi(kl_{\text{CNT}}, k_p l_{\text{CNT}})
\]  

with:

\[
\xi(kl_{\text{CNT}}, k_p l_{\text{CNT}}) = \frac{1}{2\pi} \int_0^\pi \sin^3 \theta \left( \frac{\cos(kl_{\text{CNT}} \cos \theta) - \cos(k_p l_{\text{CNT}})}{1 - \left(\frac{k}{k_p}\right)^2 \cos^2 \theta} \right)^2 d\theta
\]
Here, we show that, for the odd resonant cases i.e. \( l_{CNT} = (2p + 1) \frac{\lambda_p}{4} \), with a relatively short CNT, i.e. \( \left(2\pi \frac{(2p+1)\lambda_p}{4}\right)^2 \ll 1 \), \( \xi \) is well approximated as a constant, \( \xi = \frac{2}{3\pi} \approx 0.21 \). Indeed, for \( l_{CNT} = (2p + 1) \frac{\lambda_p}{4} \), this becomes:

\[
\xi \left((2p + 1)k \frac{\lambda_p}{4}, (2p + 1) \frac{\pi}{2}\right) = \xi_2 \left(\frac{\lambda_p}{\lambda}, p\right)
\]

\[
= \frac{1}{2\pi} \int_0^\pi \sin^3 \theta \left(\cos \left(2\pi \frac{(2p + 1)\lambda_p}{4} \cos \theta\right) \right)^2 \left(1 - \left(\frac{\lambda_p}{\lambda}\right)^2 \cos^2 \theta\right) d\theta
\]

\[
= \frac{1}{2\pi} \int_0^\pi \xi_3(\theta, \frac{\lambda_p}{\lambda}, p) d\theta
\]

Then, for \( \left(2\pi \frac{(2p+1)\lambda_p}{4}\right)^4 \ll 1 \), for all \( \theta \in [0, \pi] \), we can develop in Taylor series as:

\[
\left(\frac{\xi_3(\theta, \frac{\lambda_p}{\lambda}, p)}{\sin^3 \theta}\right)^{\frac{1}{2}} = \frac{\cos \left(2\pi \frac{(2p + 1)\lambda_p}{4} \cos \theta\right)}{1 - \left(\frac{\lambda_p}{\lambda}\right)^2 \cos^2 \theta}
\]

\[
\approx 1 - \frac{1}{2} \left(2\pi \frac{(2p + 1)}{4}\right)^2 \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2 + \frac{1}{24} \left(2\pi \frac{(2p + 1)}{4}\right)^4 \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^4
\]

\[
1 - \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2
\]

\[
= 1 - \left(\pi^2 \frac{8(2p + 1)^2 - 1}{(2p + 1)^2}\right) \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2 + \frac{\pi^4}{384} \left(2p + 1\right)^4 \frac{\lambda_p}{\lambda} \cos \theta\right)^4
\]

\[
1 - \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2
\]

\[
> 1 - \left(\pi^2 \frac{8(2p + 1)^2 - 1}{8(2p + 1)^2 - 1}\right) \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2 \geq 1 - \left(\frac{\pi^2}{8(2p + 1)^2 - 1}\right) \left(\frac{\lambda_p}{\lambda} \cos \theta\right)^2
\]

Then, for \( \left(2\pi \frac{(2p+1)\lambda_p}{4}\right)^4 \ll 1 \), for all \( \theta \in [0, \pi] \), we obtain:
1 \sim \left(1 - \left(\frac{\pi^2}{8} (2p + 1)^2 - 1\right) \left(\frac{\lambda_p}{\lambda}\right)^2\right)^2 < \xi_3 \frac{\left(\theta, \frac{\lambda_p}{\lambda}, p\right)}{\sin^3 \theta} < 1 \tag{198}

Finally, for \(\left(2\pi \frac{(2p+1)\lambda_p}{4} \right)^2 \ll 1\), multiplying the inequation by \(\sin^3 \theta\) and integrating over \(\theta \in [0, \pi]\), we obtain a value independent of \(\frac{\lambda_p}{\lambda}, p\):

\[\xi_2 \left(\frac{\lambda_p}{\lambda}, p\right) \approx \xi = \frac{1}{2\pi} \int_0^\pi \sin^3 \theta \, d\theta = \frac{2}{3\pi} \approx 0.21 \tag{199}\]

Therefore we can write the radiation resistance of a short odd-resonant CNT dipole as:

\[R_{r,(2p+1)\lambda_p} = \left(\frac{\lambda_p}{\lambda}\right)^2 \sqrt{\frac{\mu}{\varepsilon}} \xi \approx 120\pi \times \frac{2}{3\pi} \left(\frac{\lambda_p}{\lambda}\right)^2 = 80 \left(\frac{\lambda_p}{\lambda}\right)^2 \tag{200}\]

### Appendix 5 – Photolithography process

Table 8 relates the standard guidelines for negative and positive photolithography in Cleanroom 2, N2FC, NTU EEE. A few variations can be made on the different process times depending on the UV lamp intensity or on the cleaning (e.g. alternative use of sonication in the solvents at room temperature) and opening procedures depending on what is originally on the wafer. Specifically, in the case where electrodes are fabricated on top of the CNTs, wafer cleaning is either skipped or, if the CNTs are well attached to the substrate, done with a lighter hand by running acetone, IPA then DI water at room temperature along the substrate then drying with an N2 gun. Step 9 is skipped as it would etch away the CNTs in the openings.

<table>
<thead>
<tr>
<th>No.</th>
<th>Step</th>
<th>Instructions for negative lithography</th>
<th>Positive lithography</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Clean maskplate</td>
<td>Clean with acetone then IPA. DI water 5min. 110°C dehydration 5 min. Cool down 2-3 min.</td>
<td>Idem</td>
</tr>
<tr>
<td>2.</td>
<td>Clean wafer</td>
<td>Boiling acetone 2 min. Boiling IPA 2 min. DI water 5min. 110°C dehydration 10 min.</td>
<td>Idem</td>
</tr>
</tbody>
</table>
Table 9 describes a procedure for metal evaporation and lift-off. In our case the thicknesses are Ti/Au 100nm/1µm. The lift-off procedure was often simplified to soaking in acetone overnight. For very difficult lift-offs on larger patterns, a cleanroom Q tip can be used to softly brush the surface.

Table 9. Procedure for metal evaporation and lift-off.

<table>
<thead>
<tr>
<th>No.</th>
<th>Step</th>
<th>Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Evaporate metal</td>
<td>Ti / Au 50 nm / 50 nm.</td>
</tr>
</tbody>
</table>
| 2.  | Lift-off              | Boil acetone  
Soak in boiled acetone for 10 min.  
Spray with acetone.  
Soak in AZ300T for 10 min.  
Soak in acetone for ~8mins.  
Soak in IPA for ~8mins.  
DI water 5min.  
110°C dehydration 10 min. |
| 3.  | Inspection            | Check test structures.                                                      |

Appendix 6 – Ethanol CVD runs

Table 10 reports the variations in the various runs of the ethanol CVD recipe reported in section III.B.2.2). The program of the furnace corresponding to this process is as follows for E0.07:

```
MODE RES
PGM 1
SSP 25
StC 0
```
<table>
<thead>
<tr>
<th>Step</th>
<th>Process</th>
<th>Flush</th>
<th>Ramp-up</th>
<th>Stabilization</th>
<th>Annealing</th>
<th>Growth</th>
<th>Cool-down</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>E0.01</td>
<td>22/02/12</td>
<td>N₂ and quick through bubbler</td>
<td>N₂@1000s ccm 15 min</td>
<td>Ar@100s ccm 5+2 min</td>
<td>Ar@50sc cm H₂@100s ccm 10 min</td>
<td>Ar@80sc cm H₂@40sc cm Ethanol bubbler 40 min</td>
<td>Ar@80sc cm H₂@40sc cm 25 min</td>
<td>N₂ flush Small bubbler</td>
</tr>
<tr>
<td>E0.02</td>
<td></td>
<td>idem</td>
<td>18 min</td>
<td>No gas</td>
<td>No gas for 4 min then as before but 10 min then Ar@100s ccm H₂@200s ccm 5 min</td>
<td></td>
<td></td>
<td>No gas because only N₂ open at first</td>
</tr>
<tr>
<td>E0.03</td>
<td></td>
<td>idem</td>
<td>idem</td>
<td>Ar@200s ccm 5+2 min</td>
<td>Ar@50sc cm H₂@100s ccm 10 min</td>
<td></td>
<td></td>
<td>Growth recipe kept during cool down, furnace closed</td>
</tr>
<tr>
<td>E0.04</td>
<td>15/03/12</td>
<td>N₂@2000sc cm through direct Ar@200scc m through bubbler</td>
<td>idem</td>
<td>idem</td>
<td>idem</td>
<td>Idem</td>
<td>Idem</td>
<td>No errors</td>
</tr>
<tr>
<td>E0.05</td>
<td>15/05/12</td>
<td>Without tube: direct N₂ 1h,</td>
<td>N₂@2000s ccm 18 min</td>
<td>idem</td>
<td>idem</td>
<td>Idem</td>
<td>H₂@40sc cm until</td>
<td>Gas recipe 2 min</td>
</tr>
</tbody>
</table>
Appendix 7 – Additional CPW gap devices and photocurrent investigations

Many devices were fabricated on each sample with variable number of CNTs bridging the gap on the signal line as can be seen from the selection on Fig. 161, Fig. 162, Fig. 163 and Fig. 164. Due to time constraints these have not been characterized yet. They should provide a valuable additional input to the present work. In the legends below, E0.0x is the growth recipe as reported in Appendix 6 and the numbers are the devices name as follows: mnp where mn is the size of the gap in micrometers and p is the repetition number of this size on the sample. The large rectangular pads on the pictures are the gold electrodes, the thin vertical lines are the CNTs.

Measurement was attempted on E0.02 G202 (54 CNTs) in Paris at UPMC-CNRS laboratory L2E with the help of Charlotte Tripon-Canseliet. The setup used was IV
measurement with Kelvin probes under illumination from an 800-nm continuous-wave fiber laser adjusted over the gap through a 60-µm-diameter lensed optical fiber attached to a micromanipulator. The beam can be approximated as having the same diameter as the fiber as the fiber tip is brought down onto the sample. Initial results have shown a decrease in current when the laser was lit on with minutes-long recovery times. This effect is likely due to some thermal inhibition induced by laser heating while photocurrent could not be observed because of a large mismatch between the energy of the laser photons and the bandgap of the semiconducting CNTs. The large number of connected CNTs also suggests there should be about 18 metallic CNTs linking the two electrodes which would dominate the response. Sample E0.02 was left in L2E for further investigation with other lasers, tunable in the telecom range of wavelength which better matches the primary bandgaps of 1-2nm-diameter CNTs.

Fig. 161. E0.02: 101, 201, 202, 501 (from left to right, top to bottom).
Fig. 162. E0.03: 052, 102 (from left to right).

Fig. 163. E0.04: 201, 202, 501 (from left to right, top to bottom).
Appendix 8 – KOH-based initial vertical monopole designs

Two potentially valid but technologically demanding monopole designs were elaborated and studied before the much simplified final vertical rod design reported in section IV.D.1.1) was adopted. We report the concepts and first validations.

The problematic was to adapt the ideal case presented in section IV.A) to a feasible experimental feed. However, simply using a common microstrip line to feed the monopole is
impractical. Indeed that would imply using full substrate thickness to propagate the wave before reaching the antenna rod. However the thickness of the substrate – a few hundred micrometers – separating the ground plane from the rod would then be about one order of magnitude larger than the length of the rod. The substrate would act as a non-negligible part of the length of the antenna while not confining the currents like a rod would – making design and interpretation very complicated and creating inefficient antennas.

The idea was thus to use KOH (potassium hydroxide commonly known as caustic potash) to etch the substrate and realize a transition between the full substrate thickness and a thin membrane where the antenna would be positioned. Indeed KOH etching of 100 silicon produces has preferential directions producing cavities or pyramids with walls forming an angle of 54.74deg with the surface (see [244] for experimental conditions and modeling).

A8.1) SMP connector in a cavity with capacitive coupling

A first design, illustrated Fig. 165, was conceived. A cavity is wet-etched in a back-metallized silicon substrate by KOH. A CNT rod is grown by patterned-catalyst CVD at the bottom of it. An SMP (coaxial) connector is inserted with its pin coming through the remaining Si membrane at the bottom of the cavity while its ground is connected to the metallized back of the substrate to form the planar ground of the monopole antenna. The CNT rod is capacitively-coupled to the pin which has the advantage to remove the uncertainty over the contact resistance. Indeed the coupling capacity is not dependent of the atomic configuration at the contact and can be modeled in function of the geometry and material parameters.
Fig. 165. Capacitive-coupled CNT monopole. Design structure. A cavity is wet-etched in a back-metallized silicon substrate by KOH. A CNT rod is grown at the bottom of it. The CNT rod couples to the pin of an SMA connector that comes through the remaining Si membrane at the bottom of the cavity while the ground of the coaxial connector is connected to the metallized back of the substrate as the planar ground of the monopole antenna.

Fig. 166. Capacitively-coupled CNT monopole. a) Return loss shows a resonance at 65GHz for both CNT and gold rods. b) The realized gain, ratio of the power emitted to the power at terminals, is almost 0dB at ±40° with rods, 2dB higher than without. c) Electric field plot showing the excitation of a resonance in the CNT rod. d) 3D far-field gain of the structure.
The principle of the design was validated by simulations that showed that a 1.08mm rod resonates around 65GHz provided the conductivity of the rod is sufficient (cf. Fig. 166). There is only resonance for gold and CNTs proving the rod is indeed the radiating part. If the CNT density is divided by 100 or the length randomly made shorter than a quarter-wavelength the resonance disappears. The structure should work with carefully designed electrically-short CNT antennas, but we did study it because the technical challenges for the fabrication seemed too important. Furthermore connectors designed for operation above 110GHz, where CNTs become interesting, are difficult to source.

A8.2) KOH-etched microstrip line.

The second design is a normal microstrip line over a KOH-etched silicon substrate (cf. Fig. 167). The back of the wafer (cavity) is covered with metal to define the ground of the line and of the monopole. Hence the thickness of the substrate is classical at input and adapted to the low thickness needed for the CNT monopole at the center of the cavity where the CNT rod is standing on top of the line. The device can thus be connected by Wiltron fixture or by adding a CPW to microstrip transition. An advantage of the structure is that the CNT rod is aligned with the microstrip electric-field lines.

![Fig. 167. Structure of the KOH-etched-microstrip-fed monopole antenna.](image)

To keep a given characteristic impedance – like the standard 50Ω – the width of the line can be tapered over the transition slope from the width necessary at full thickness to the width necessary on the Si membrane. Rigorously the taper should follow the non-trivial formula of microstrip line characteristic impedance [245] but, because these transitions are rather short, a linear taper is a sufficient approximation. The transition is actually a steep step.
Maintaining the characteristic impedance constant should prevent return loss but the confinement of the field is increased by a large factor over a fraction of a wavelength. A smoother transmission could be achieved by etching concentric squares to produce steps the spacing of which could be adjusted to obtain a reduced effective slope.

Finally, when needed, an impedance match can be achieved either by introducing a quarter-wavelength line of appropriate characteristic impedance next to the antenna (where it is smaller) or by optimization of the taper and the final line section.

The CPW design was studied by Christophe Brun during his PhD in CINTRA and XLIM [246]. The CNT rod parameters were determined using the CNT Antenna designer spreadsheet elaborated in section IV.A.2). He conceived a full design including 50-Ω CPW probe pads, a CPW-microstrip transition and a final 50-Ω microstrip section as illustrated on Fig. 168. As established with the CNT Antenna designer spreadsheet and simulated with the EM bulk model, using 1027 150-μm-long CNTs packed in a bundle of radius 2.2μm produces an excellent impedance match at 50Ω of -24.5dB at 235GHz while no resonance can be observed for the same rod if it is made of gold around this frequency. Indeed a classical gold wire will need to be more than twice longer – 325μm long with an optimal 11μm radius – to resonate at 232GHz.

However the performance of the CNT rod may not be compared to that of the larger antenna: it has -4dB gain versus +2.8dB gain for the resonant gold monopole. Rather, the performance should be evaluated relative to the short gold wire admitting that the application requires an electrically-short antenna. The gain should then be 2dB higher as evaluated in section IV.A.1.1) while there will be an additional improvement on the realized gain due to the good impedance match at resonance for the CNT antenna.
Fig. 168. Design of mixed CPW-microstrip feedline for 50-Ω monopole antennas by Christophe Brun and return loss with a 325-μm-long gold wire (blue), a 150-μm-long rod made of 1027 CNTs (red) and no rod (black).

Initial tests were led by Hong Li at CINTRA/NTU EEE for the KOH etching of the cavity. However a number of the necessary processes presented uncertainties. The KOH etching rate needed to be extremely well calibrated to dig \(\sim 450\mu m \pm 10\mu m\) in a silicon substrate which itself is given with a \(\pm 25\mu m\) variability on its thickness – thus requiring a pre-measurement of each sample. An additional concern was whether the thus produced 10-μm-thick silicon membrane could sustain the rapid and extreme condition changes involved in the TCVD growth of the CNTs. Finally the technology for metalizing the vias was not available (but the transition may be realized without them). An additional concern was the large number of steps needed which largely increased the failure rate. A simpler design was therefore adopted as described in the next section.

Appendix 9 – Second batch of monopole antennas

As indicated in section IV.F.4), a second much more ambitious batch is underway with the experiment plan exposed below. The fabrication is undertaken at CINTRA/NTU EEE and Aixtron by Chin Chong (Ray) Yap, Wai Leong Chow, Dunlin Tan and Cong Xiang Lu with coordination by Chong Wei Tan. All are part of Beng Kang Tay’s group. If fabricated in time this batch could be measured in IEMN together with the initial batch.

A9.1) Catalyst patterns study

Bottom-left dense square of catalyst patterns [16 samples]

- 4 samples on Pt/Ti (full coverage) on SiO2/Si
- 4 samples on SiO2/Si
- 4 samples on Pt/Ti (full coverage) on Quartz
- 4 samples on Quartz

\(\Rightarrow\) 4 varieties
\(\Rightarrow\) 4 growth times will allow deducing the growth rate and studying the respective stability of each of the 6 catalyst patterns with aspect ratio
\(\Rightarrow\) target lengths, adapting growth times accordingly from previous experience and first growth, are set at: 20, 50, 100, 200μm
A9.2) Actual Designs

For CNT lengths targets we indicate three numbers: the antenna is designed for L1 which is assuming, with 1000CNTs, a reduction factor of about 2 of the normal resonant length (L3). However the actual CNT number will be 1700 and more so where possible we could adapt the length to be 60% of L3 (L2). One additional length should be fabricated: the nominal length (L3) where possible or the longest bundle possible according to the catalyst patterns study: min(L3, maxstanding).

Vertical monopole (300GHz on metal (A) and substrate (B)) <SiO2/Si Wafer> [10 samples]

- (Z, A) [6 samples]
- (Y, B) [3 samples] because the holes in B are matched to Y, not to Z
- (Z, B) [1 sample] anyway for more repeatability of the most interesting patterns

⇒ Length: 100, 120, 250 μm

Horizontal monopole (200 and 300GHz) <Quartz> [12 samples]

- (Z, 1) [3+1 samples] 300GHz

⇒ Length: 78, 117, 180 μm

- (Z, 2) [3+1 samples] 200 GHz
- (Z, 3) [3+1 samples] 200 GHz – wider

⇒ Length: 116, 140, 240 μm

⇒ The +1 samples are to be aligned on metal as explained in section IV.E.1) (the others are aligned normally so in the config 50-50). If this seems too complicated, please replace the +1 samples by 3x (Z M) on quartz.

Vertical monopole (200GHz) <SiO2/Si Wafer> [3 samples]

- (W, C) [3 samples]

⇒ Length: 150, 180, 350 μm

Horizontal monopole (90GHz) <Quartz> [3 samples]
- (W, 4) [3 samples]

⇒ Length: 272, 326, 550 μm

TOTAL NUMBER OF SAMPLES [44 SAMPLES]

Appendix 10 – Useful tools

Some designs of CNTs were realized using the Nanotube Modeler by JCrystalsSoft [247].
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various CNT lengths. Our results (color dashed lines and big dots) are superimposed over the Fig. 20. Input impedance of single it saves a factor two on mesh complexity. The resulting input impedance is twice lower.

Two bundles are then arranged in a dipole as shown on the inset. An EM equivalent matrix conductivities.

Fig. 18 Linear DC conductivity of zigzag SWCNTs versus their radius. Equivalent linear resistivity and (m, 0) index scales are also indicated. Parameters: γ0 = 2.7 eV, τ = 3x10 − 12 s, T = 264K.

Fig. 19. Hexagonal structure used for the bundle definition (N=6). Each circle is the cross section of a CNT. The bundle is made of N concentric hexagonal layers of CNTs arranged around a central CNT. N=0 corresponds to a single CNT. N=1,2,3 are delimited on this figure. Two bundles are then arranged in a dipole as shown on the inset. An EM equivalent configuration is a monopole over a ground plane. We shall use this last configuration because it saves a factor two on mesh complexity. The resulting input impedance is twice lower.…..64

Fig. 20. Input impedance of single-CNT dipole antennas as a function of frequency for various CNT lengths. Our results (color dashed lines and big dots) are superimposed over the
Fig. 21. Reflection coefficient $|S_{11}(f)|$ of the dipoles for 0 to 6 layers of CNTs (1 to 127 CNTs) in the case of 40 (a) and 80 (b) μm-long SWCNTs. The two models show excellent agreement for all 13 configurations although we are studying the very sensitive resonance of a monopole. The CNTs are spaced 8.12nm center-to-center and have a radius of 2.36nm. 

Fig. 22. Sensitivity of the structure. Uncorrected (left-shifted curves) VS corrected hollow-tube model and bulk model. As little as 5% variation on the perimeter of the tubes shows a difference on the resonance, while the bulk model agrees to near perfection to the corrected model.  

Fig. 23. Adaptation peak as a function of CNT radii with a bundle size kept constant (Lcnt=80μm N=3). Changing the radius of the tubes by a factor two or three does not affect the resonance as long as the bundle global shape and size are maintained. This confirms that all these configurations can be modeled by the same bulk block.  

Fig. 24. Electric field magnitude at 120GHz in the cross section (normal to Z axis) of the bundle presented in Fig. 25. Top to bottom: base (metal plane), middle and tip of the bundle. Left: hollow-tube model. Right: bulk model. The scales are logarithmic and identical for tube/bulk comparison but different from top to bottom to stress the field variations in each case. Although the field distribution in the tubes and bulk bundle is different, a skin effect can be observed for both (the field is less intense at the core) and the resulting external fields are similar.  

Fig. 25. Electric field magnitude plots for a 3-layer 80μm-long bundle of CNTs (half dipole) at 120GHz (close to resonance). Section in the XZ plane. Left: hollow-tube model. Right: bulk model. The insets represent the structures actually simulated (radius magnified by 1000, port length by 10).  

Fig. 26. Bridging the signal line with the CNT bulk model. The yellow boxes are the metallic electrodes. The purple box in the center is the CNT bulk. The red boxes at each end are the material with specific conductivity used to model the contact resistance. They are included in the electrodes and the direct contact of the bundle to the electrodes is only through them. All this lies on a silicon substrate (green).  

Fig. 27. 20μm-gap coplanar waveguide structure, from Yang 2011 (cf. inset). Measured (solid lines) and simulated (dashed lines for our results, triangles and circles for Yang’s) phase and magnitude of the S21 transmission parameter from one side of the gap to the other for the empty structure. Here the model is not yet under test. The results show good agreement.  

Fig. 28. 20μm-gap CPW with (a) one and (b) ten CNTs as shown on the SEM image in each inset. Measured (solid lines) and simulated (dashed lines for our results, triangles and circles for Yang’s) phase and magnitude of S21. The results show good agreement both in phase and magnitude.  

Fig. 29. From left to right: Layout of the simulated and fabricated structure; S21 parameter measured and fitted for different number of CNTs and contact resistances from 1 to 20GHz; SEM images of the CNT bridged gap of a few samples.  

Fig. 30. Wai Leong Chow’s fabrication process flow and fabricated structure; right: (a) as-grown vertically aligned CNT film, (b) horizontally aligned CNT film, (c) plasma-etching patterned horizontally aligned CNT film, and (d) GSG electrodes formed on patterned horizontally aligned CNT film; left: SEM image of the fabricated horizontal CNT film contacted by GSG electrodes.  

Fig. 31. Top and bottom view of the currents in the toppled CNTs showing the prevalence of the top layer in transmission.  

Fig. 32. Multi-model antenna design process flow.
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Fig. 57. Return loss plotted against frequency for 80µm-long bundled-CNT monopoles with number of CNTs varying from 1 to 2791 (30 hexagonal layers). The best impedance match is achieved with 1261 CNTs ±100 (20 layers ±1) while -15dB impedance match is achieved with 721 to 2791 CNTs.

Fig. 58. Return loss for three different configurations of monopole show that similar impedance or operating frequency can be obtained by varying the parameters. However the lower operating frequency with better impedance match is obtained against a doubled size. The high return loss values are due to the normalization at 50Ω for these few-CNTs high-impedance antennas and we are only interested in their relative values here.

Fig. 59. EM waves propagation velocity ratio between a single tube and a bundle of N tubes. 40µm-long (blue diamonds) and 80µm-long (orange triangles) bundled-CNT monopoles with varying number of CNTs are used. For both lengths, the velocity ratio rises at 4.4dB/decade.

Fig. 60. Size reduction factor $K_{red}$ (compared to a resonant copper monopole) and antenna performance plotted against the number of CNTs in the bundle. Note the shift to the left of the 40µm curve with respect to the 80µm one. The size gain is only dependent on $N_{shells}$. By operating at higher frequencies or higher impedance, the relative gain in size is more important for a similar performance.

Fig. 61. Resonance frequency (dotted curves) and accepted power at 50Ω (plain curves) as a function of the monopole antenna geometrical parameters: length and number of tubes. 40µm (triangles), 5µm (squares) and 1.25µm (disks)-long CNTs are plotted.

Fig. 62. Size reduction factor (compared to a resonant copper antenna, dotted curves) and accepted power at 50Ω (plain curves) as a function of the antenna geometrical parameters: length and number of tubes. 40µm (triangles), 5µm (squares) and 1.25µm (disks)-long CNTs are plotted. Note the size gain is only dependent on $N_{shells}$. By operating at higher frequencies or higher impedance, the relative gain in size will be larger for a similar performance.

Fig. 63. Proposed fabrication of a THz FSS. 1) Catalyst is patterned on the substrate and CNTs are grown from it by CVD. 2) Masking with thick resist is patterned by photolithography and developed. 3) The unwanted CNTs are dry-etched by O$_2$ plasma then the resist is removed with acetone, leaving patterned CNTs where desired.

Fig. 64. CNT dipole on quartz substrate that would be realized by lattice-aligned CVD growth then O$_2$ plasma etching.

Fig. 65. Demonstration of the fabrication process by the fabrication of Au/Ti CPW gap electrodes over CVD grown CNTs with scratch catalyst.
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Abstract

Modèle électromagnétique et procédés technologiques pour les ensembles mésoscopiques de nanotubes de carbone appliqués à la fabrication d’antennes innovantes

Nous présentons une étude de faisabilité d’antennes innovantes basées sur les propriétés particulières des nanotubes de carbone (NTC). Celles-ci pourraient permettre une amélioration des performances des antennes électriquement courtes mais aussi le développement de systèmes innovants tels que des réseaux réflecteurs à commande optique. Ce pourrait aussi être une technologie intéressante pour les applications en plein essor dans les domaines des ondes millimétriques et terahertz. Des avancées significatives ont été réalisées suivant les quatre axes interdépendants qui régissent ces antennes : modélisation des NTC, analyse des antennes basées sur les NTC, fabrication à partir de NTC et caractérisation. Ceci nous a permis d’une part de concevoir et de fabriquer les premiers prototypes d’antennes électriquement courtes à base de NTC et d’autre part de mettre en évidence des tendances dans la réponse des NTC sous illumination. En effet, en utilisant une approche mésoscopique, nous avons développé un modèle électromagnétique original pour les ensembles de nano-éléments alignés, en particulier les NTC, permettant leur intégration dans des logiciels de simulation électromagnétique classiques et donc la mise en correspondance des possibilités de fabrication et de simulation. En parallèle nous avons reproduit et développé des méthodes de croissance et de dépôt de NTC et établi des procédés de fabrication pouvant être adaptés à grande échelle. De plus, un modèle analytique des antennes monopôles à base de NTC a été établi à partir d’une approche ligne de transmission. Ces techniques nous ont permis de mettre en avant les compromis nécessaires dans la conception d’antennes de taille réduite à base de NTC et ainsi de concevoir et fabriquer de premiers prototypes. Elles ont aussi été appliquées à la fabrication de structures de test pour une caractérisation des NTC sous illumination. Ceci nous a permis de mettre en évidence les conditions optimales pour générer un courant photoélectrique dans les NTC et d’évaluer les performances pouvant être attendues comme base pour de futurs systèmes.

Mots clés : Nanotubes de carbone, Antennes, Modélisation électromagnétique, Croissance CVD, Courant photoélectrique, Nanofabrication, Micro- et nanoélectronique, Electronique haute fréquence

Mesoscopic electromagnetic model of carbon-nanotube arrays and scalable technological processes: application to the fabrication of novel antennas

We report the efforts lead in the design and fabrication of novel antennas from carbon nanotubes (CNTs) to assess their practicality in diverse usage scenarios. CNT-based antennas could help improve the performance of electrically-small antennas but may also allow the development of novel structures such as optically-controlled reflectarrays. They also represent an interesting technology for millimeter-wave and THz applications. Significant progress has been made on each of the four intertwined axes pertaining to these special antennas, modeling, analysis, fabrication and characterization. This has allowed designing and fabricating the first electrically-short CNT antenna prototypes and determining preliminary photocurrent trends. Indeed, we have derived an original mesoscopic model for the electromagnetic properties of aligned arrays of nano-elements with a special focus on CNTs to match simulation and fabrication capabilities. In parallel, we have reproduced and developed CNT growth and deposition techniques and established scalable fabrication processes. Additionally, an analytical model for CNT-based monopole antennas has been derived from transmission line theory. By combining modeling, analysis, simulation and fabrication, we have finally achieved the design and fabrication of CNT-based monopole antenna prototypes. The techniques have also been applied to the fabrication of CNT-based photocurrent samples which have been extensively characterized to highlight optimal illumination conditions and assess expectable performances as a base for future designs.

Keywords : Carbon nanotubes, Antennas, Electromagnetic modeling, CVD growth, Photocurrent, Nanofabrication, Micro- and nano-electronics, RF Engineering