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<td>Fourier transform</td>
</tr>
<tr>
<td>GP</td>
<td>Gaussian process</td>
</tr>
<tr>
<td>GPR</td>
<td>Gaussian process regression</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>HGA</td>
<td>Hybrid genetic algorithm</td>
</tr>
<tr>
<td>HIRF</td>
<td>High intensity radiated field</td>
</tr>
<tr>
<td>IEC</td>
<td>International electrotechnical commission</td>
</tr>
<tr>
<td>INB</td>
<td>Installation nucléaire de base</td>
</tr>
<tr>
<td>KTA</td>
<td>Kerntechnischer Ausschuss</td>
</tr>
<tr>
<td>LAMLIM</td>
<td>La méthode des lignes multiconducteurs</td>
</tr>
<tr>
<td>LEMP</td>
<td>Lightning electromagnetic pulse</td>
</tr>
<tr>
<td>LIV</td>
<td>Lightning induced voltage</td>
</tr>
<tr>
<td>LOO</td>
<td>Leave-one-out</td>
</tr>
<tr>
<td>LPL</td>
<td>Lightning protection level</td>
</tr>
<tr>
<td>LPS</td>
<td>Lightning protection system</td>
</tr>
<tr>
<td>LPZ</td>
<td>Lightning protection zone</td>
</tr>
<tr>
<td>LV</td>
<td>Low voltage</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean absolute error</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>MoM</td>
<td>Method of moments</td>
</tr>
<tr>
<td>MPM</td>
<td>Matrix pencil method</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>MTLE</td>
<td>Modified transmission line model with exponential decay with height</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>MTLL</td>
<td>Modified transmission line model with linear decay with height</td>
</tr>
<tr>
<td>NPP</td>
<td>Nuclear power plants</td>
</tr>
<tr>
<td>NRMSE</td>
<td>Normalized root mean square error</td>
</tr>
<tr>
<td>OC</td>
<td>Open circuit</td>
</tr>
<tr>
<td>PCE</td>
<td>Polynomial chaos expansion</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PML</td>
<td>Perfectly matched layers</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean square error</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent neural network</td>
</tr>
<tr>
<td>SC</td>
<td>Short circuit</td>
</tr>
<tr>
<td>SPD</td>
<td>Surge protective device</td>
</tr>
<tr>
<td>TEM</td>
<td>Transverse electromagnetic</td>
</tr>
<tr>
<td>TEMSI-FD</td>
<td>Transient electromagnetic simulator finite difference</td>
</tr>
<tr>
<td>TL</td>
<td>Transmission line</td>
</tr>
<tr>
<td>VF</td>
<td>Vector-fitting</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector network analyzer</td>
</tr>
</tbody>
</table>
Preface

From mechanical to electrical effects, a direct lightning strike to an industrial facility can cause severe damage. Knowing what to expect is not only fundamental to design the lightning protection system of the facility, but also necessary to achieve reliability and safety.

When a reinforced concrete building in the facility is struck by lightning, the lightning current flows along the lightning channel and through the reinforcement of the building, generating a transient electromagnetic field. Only a part of that current goes straight to the earth-termination system, the other part is distributed among the ducts and the conductors leading away from the building. The transient electromagnetic field could lead to an upset of electric installations and sensitive electronic devices inside the building. In addition, the electrical surges it induces in the cables nearby may result in physical damage. Electrical surges can also be induced by the coupling of the cables to the reinforcement of the building, the reinforcement of the cable duct, or by a partial lightning current entering the conductors via their grounding.

One can find valuable principles in the existing literature to protect structures and equipment against the adverse effects of lightning. However, experience has shown that in general, the methods suggested by current standards are not adapted to the characteristics of French industrial facilities. Also, the principles on which they are based cannot be used in the safety demonstration. There is hence a growing need for accurate and validated tools to estimate the effects of lightning strikes and assess the risk associated.

In this thesis, we have decided to focus on the indirect effects of direct lightning
strikes on large industrial facilities. More specifically, on estimating the peak-values of the transient magnetic field generated by a direct strike inside industrial buildings; and the surges induced in underground cables when one of the buildings in the facility is struck by lightning. We carry out simulations using TEMSI-FD, a full-wave solver based on the finite-difference time-domain (FDTD) method. Then, using the data obtained from the simulations, we build different surrogate models to create a set of engineering tools to calculate the peak-values. Full-wave simulations can be computationally expensive and time-consuming. Sometimes all one needs is a quick yet reasonable estimation of the values.

This thesis is organized as follows:

Chapter 1 gives a brief overview of lightning and lightning protection principles and introduces the industrial context, which defines the main objectives of the work.

Chapter 2 presents the numerical approach and techniques that will be used to reach the objectives. It includes a theoretical background on full-wave simulations and surrogate modeling.

Chapter 3 is dedicated to estimating the peak-values of the transient magnetic field. First, a 3-D model is conceived to study the phenomenon, then a parametric study is conducted, and finally, a formula to calculate the peak-values and a polynomial chaos expansion (PCE) to account for modifications made on the reinforcement of the building are presented.

Chapter 4 is dedicated to estimating the peak-values of the electrical surges in underground cables. Similar to chapter 3, a parametric study is conducted to identify the components of the electromagnetic environment that must be considered in numerical models. Then, a dataset is built from a worst-case scenario, and twelve surrogate models to calculate the peak-values of the surges are proposed.

Finally, the conclusions of the thesis and the perspectives for further research are presented in chapter 5.
Chapter 1

Introduction

1.1 Lightning

Lightning is a transient phenomenon that has always fascinated mankind; yet, it has only started to be understood since Franklin’s kite experiments. We now know, partly because of Franklin, that clouds are electrified and lightning is nothing but an electrical discharge. Although, he was not the first person to see the similarities between lightning and sparks [1].

Many features of lightning could be derived from the studies of long sparks in high-voltage laboratories [2]. However, it is worth noting that there are significant differences between what happens in nature and what we can reproduce in a laboratory. From all the definitions one can find in the literature, the one given by Komarek in [3] stands out to show us how much there is left to learn: “Now lightning is but an expression, spectacular to be sure but still only an expression, of a vital force or process in nature”.

The primary source of lightning is thunderstorms, in which the downdrafts and updrafts cause the separation of electrical charges in clouds [3]. As shown in figure 1-1, the idealized charge structure of thunderclouds consists of three charge regions: one main positive (P), one main negative (N), and a small positive at the base of the cloud (LP) [4]. In general, the amount and the density of lightning increase with the size of the thundercloud [2].
A lightning discharge can be classified into two categories: ground flashes and cloud flashes, depending on whether a charge is brought down to earth or not. Ground flashes constitute about 25% of global lightning activity [4] and can be classified into four categories [6]: downward negative ground flashes, downward positive ground flashes, upward positive ground flashes, and upward negative ground flashes. Upward and downward, indicate the direction of propagation of visible leader channels, and positive and negative indicate the polarity of the charges carried by those leaders [2]. About 90% of ground flashes are downward negative flashes [4], i.e., with a leader traveling from cloud to ground and bringing down a negative charge.

The leader travels in a stepped manner, creating a path from the negative charge region in the thundercloud to the ground. When it approaches the ground, a connecting leader may rise from a grounded structure, bridging the gap to the ground. As soon as the stepped leader and the connecting leader meet, the potential of the tip of the stepped leader changes from cloud potential to ground potential and the first return-stroke process begins [6].

The return-stroke is a wave of near-ground potential traveling upwards along the
channel to neutralize the leader charge. Each flash typically contains 3 to 5 strokes [4]. All the strokes that propagate along the formed channel after the first return-stroke are called subsequent return-strokes. Since the current of the return-stroke is thought to produce most of the damage associated with a lightning strike [7], lightning protection systems are generally designed based on its parameters.

1.2 Lightning protection principles

Lightning interacts with humans and objects in different ways, depending on whether we consider a direct strike or a nearby lightning strike. A direct strike to a human, as well as a direct strike to an object in the vicinity, can be lethal. Also, a direct strike to an object could have electrical and mechanical effects. For example, a direct strike to a tree can lead to an explosive expansion that may shatter the tree, but it can also create a potential difference between the trunk of the tree and a person standing nearby. If the potential difference is large enough, a side flash may occur, i.e., a portion of the lightning current may flow to the ground through the person. One can also receive side flashes from other structures which are not equipped with a proper lightning protection system (LPS) [8].

Similarly, during a lightning strike to a structure, the potential difference between a conductor through which lightning current is flowing and a person at ground potential touching the conductor would result in a current flowing through the person. The potential difference is called a touch voltage. In addition, the flow of lightning current through the conductors could melt them or cause mechanical stress in the structure [8].

Another effect of direct lightning strikes is electrical surges. During a direct strike, the current travels along the lightning channel and through the struck object; yet, only a part of the current goes straight to the earth-termination system. The other part is distributed among the cable ducts and soil-contacting conductors leading away from the striking point. A portion of the lightning current may therefore enter the electrical system, creating sparks and a dangerous voltage rise. An interesting example of the lightning current distribution in the grounding system and the cable networks of a radio base station is presented in [9].
Electrical surges can also be induced by coupling to the struck object, and by the transient electromagnetic field and the ground potential rise generated by both direct and nearby strikes. Also, direct and nearby strikes can cause injuries in humans due to step voltages. The flow of the current in the ground creates a voltage that decreases with the distance to the striking point. Thus, if a person is standing with one foot directed towards the striking point and the other away from it, the potential difference between the feet could cause a current to flow through the person [8].

To minimize the unwanted effects of a lightning strike, there is a large variety of measures that could be taken, including a large variety of equipment that could be installed. Different standards (see e.g. [10, 11, 12, 13, 14]) suggest different approaches. Yet, most of them agree on the necessity to have an external lightning protection system to safely conduct the current to the ground, and an internal lightning protection system to limit the surges.

1.2.1 External lightning protection system

Figure 1-2: External LPS of a house with air terminals on the roof. Figure adapted from [8].

Generally, when it comes to protecting a structure, the external lightning protection system consists of an air-termination system, down conductors, and an earth-
termination system (see figure 1-2). The air-termination system intercepts lightning flashes, the down-conductors transport the lightning current to the ground, and the earth-termination system helps to dissipate the current transported by the down-conductors into the ground.

As in figure 1-2, an air-termination system can simply consist of the standard Franklin’s lightning rods, also known as air terminals or strike-termination devices. Or, it could also be, among other arrangements, a metal mesh covering the upper surface of the structure, as shown in figure 1-3. The latter is called the mesh method. There are several methods to determine the arrangement and the position of the air-termination system. The rolling sphere method proposed by the IEC 62305-3 standard [15] is the universal method of design. Regardless of the method, air-termination components should preferably be mounted at corners and edges.

![Figure 1-3: Structure protected according to the mesh method. Figure taken from [16].](image)

To create parallel current paths, there must be several equally spaced down-conductors of minimum length. The number of down-conductors, their characteristics, and their position, depend on the structure. When possible, they should be kept away from internal circuits and metallic parts, and there should be one down-conductor installed at each corner of the structure [16].
The earth-termination system consists of buried interconnected conductors. The lower the impedance to earth, the more effective the earth-termination system would be. The impedance decreases with the number of parallel earth electrodes, and the lowest is obtained when the largest surface of the electrodes is in contact with soil. According to the IEC 62305-3 standard [15], there are two basic earthing arrangements:

Type A: Earth electrodes connected to the down conductors, without forming a loop.

Type B: Earth electrodes forming a closed ring around the structure, or a foundation earth electrode.

The type B arrangement is recommended in large facilities. It is worth noting that since the soil is an imperfect conductor, the earth ring electrodes of different buildings in a facility must be interconnected to avoid potential differences. One way of interconnecting the rings is with a meshed grounding network. This is called a
meshed earth-termination system. The smaller the mesh size of the grounding net-
work, the lower the potential differences between the buildings. An example of a
meshed earth-termination system of an industrial facility is shown in figure 1-4.

1.2.2 Internal lightning protection system

The basis of the internal lightning protection system is surge suppression and po-
tential equalization. Potential equalization is necessary to prevent flashovers inside
the structure, hazardous touch voltages, and the accumulation of a static charge.
In general, all the conductors entering the structure are connected to a protective
equipotential bonding system. The bonding system is also connected to the external
lightning protection system and to other conductive components of the structure, such
as water pipes. Since some cables cannot be directly bonded to the earth-termination
system, surge protective devices (SPDs) are required [8]. An SPD is a device that
changes the impedance between its terminals to divert surge currents or unwanted
signals to the ground.

Structures in industrial facilities typically have a coordinated SPD system, with
SPDs installed at different levels. For example, at the entrance to the structure, at
the entrance to the power system, and to connect sensitive electronic devices. Accord-
ing to the lightning protection zone (LPZ) concept [17], SPDs should be installed at
the boundary of two zones. The zones are theoretically assigned parts of space with
different expositions to the effects of the lightning electromagnetic pulse (LEMP).
Hence, they are defined by the protection measures employed. Basic protection mea-
sures include structural components which can be used as spatial shields, such as the
reinforcement of a building.

1.3 Industrial context and background

The design and the operation of Nuclear Power Plants (NPPs) in France are based
on the installation nucléaire de base (INB) regulation of February 2012 [18], wherein
lightning is considered a natural external event that has to be taken into account in
the safety demonstration. Even though the regulation does not impose a procedure
to assess the risk associated with a lightning strike, it demands a deterministic safety demonstration. Therefore, all the methods and tools used in the analysis must be validated and their limits and accuracy well estimated.

In the European Union, all nations are encouraged to transfer the IEC 62305 standards [10] to national standards [19]. They provide valuable principles to design the LPS and the protection measures against the LEMP for equipment and structures. The principles could be used to protect industrial facilities; however, the standard is not dedicated to NPPs and does not meet the requirements to be used in the safety demonstration. There are other standards, such as IEC 62003 [20] and KTA 2206 [12], that were specifically created for NPPs. The first provides the principles for electromagnetic compatibility testing of instrumentation and control equipment, and the second specifies the safety precautions against adverse effects of lightning. Yet, experience has shown that in general, the current standards are not adapted to the characteristics of French NPPs [21, 22].

On average, Météorage detects 453 000 ground flashes in metropolitan France every year [23]. Each flash is a natural source of electromagnetic interference, which may cause physical damage and lead to an upset of electric installations and sensitive electronic devices. In industrial facilities, even a momentary malfunction can have severe consequences.

Let us consider a direct lightning strike to a reinforced concrete building in the facility. During the strike, the lightning current flows along the channel and the reinforcement of the building, generating a transient electromagnetic field. Now, if we consider the case shown in figure 1-5, a part of the lightning current would dissipate into earth through the foundation of the building, another part would flow through the meshed grounding network, and the rest would be distributed among the ducts and the conductors leading away from the building. Moreover, for the safety demonstration, it would be essential to estimate, among others, the electromagnetic field inside the building and the surges in the cables running in the ducts. Because of the complexity of industrial facilities, the estimation is far from being straightforward.

Numerous studies have been carried out to deepen the understanding of the phenomenon, see e.g. [24, 25, 26, 27, 28]. In general, even calculating the distribution of the lightning current among the conductors can become a complicated problem. The
international standard IEC 62305-1 [29] assumes that half of the current goes straight to the earth-termination system of the building and proposes a simple model to distribute the remaining half. The German standard KTA 2206 [12] specifies weighting factors to calculate the portion of the current flowing through the ducts and the soil-contacting conductors, assuming that one-third of the current flows into the ground. Also, it proposes a formula to calculate the axial voltage induced in cables running in the ducts from the partial lightning current flowing through the reinforcement of the ducts. The formula considers an inductive transfer mode and uses the coupling impedance obtained experimentally in [25]. An example of the application of the KTA approach is given in [26].

Regarding the electromagnetic field, a very good estimation could be obtained using full-wave methods. A full-wave numerical approach allows one to consider the majority of the characteristics and components of the electromagnetic environment, see e.g. [28, 30]. The problem is that the simulations can quickly become computationally expensive. Alternatively, the IEC 62305-4 standard [17] suggests a simple formula to calculate the maximum value of the magnetic field strength in single-layer grid-like shields. Yet, as all formulas, it comes with a certain degree of uncertainty.
1.4 Motivation and objectives

The accuracy of the results obtained from full-wave simulations depends on the representativeness of the computation model, and when it comes to large industrial facilities, making the right choices can be challenging. It is virtually impossible to model all the elements of a full-scale industrial facility and consider all the components of the electromagnetic environment. The amount of computational resources required to carry out the simulations can increase exponentially with the level of detail. Hence, carrying out full-wave simulations to evaluate protection measures is not always feasible nor practical daily.

From all the effects a direct lightning strike to a building could have on large industrial facilities, we decided to focus on the transient magnetic field inside reinforced concrete buildings and the surges in underground cables. Nearby strikes are not considered because lightning is more likely to strike high grounded vertical objects [7]. Nor are the surges induced by lightning strikes on overhead lines because they have been studied extensively (see e.g. [31, 32, 33, 34, 35]). Moreover, this work aims to propose reliable methods adapted to large industrial facilities, as an alternative to full-wave simulations, to estimate the peak-values of both the magnetic field and the surges. Three objectives are defined consequently:

- Conceive a traceable electromagnetic model to study the phenomena using a full-wave numerical approach.

- Identify the most influential parameters to reduce the complexity of the model. Note that this would result in two different 3-D models because some of the parameters that influence the magnetic field inside the building can have a negligible effect on the surges.

- Build different surrogate models and efficient algorithms to create a set of tools one could use to calculate the peak-values of the magnetic field and the surges.

Research with similar objectives was conducted from 2013 to 2016 [36]. It showed the pertinence of full-wave methods to study the phenomena and that it is possible to model the primary structures of industrial facilities using the thin-wire formalism of Holland [37]. The research was concluded with six polynomial models of the
peak-values of lightning-induced voltages (LIVs) in instrumentation and measurement cables. Different models were necessary due to the dependence of the effect of different parameters on the type of excitation. In this work, besides studying the lightning-induced magnetic fields, we include additional components and characteristics of large industrial facilities that were not considered to compute LIVs.
Chapter 2

Towards a set of tools to calculate the peak-values of the magnetic field and the surges

As an alternative to analytical approaches, several computation methods have been developed over the years to assess electromagnetic problems. Due to the simplicity of circuit-based simulations, the Transmission Line (TL) theory is still widely used to calculate the electromagnetic fields and surges generated by a lightning strike. Nevertheless, the need for more accurate results and the development of affordable high-performance computers have made the full-wave methods gain popularity.

2.1 Full-wave methods

Full-wave methods can be subdivided into several categories based on the formulation of Maxwell’s equations and the numerical approximation used to solve them. Typically, the lightning community uses software based on the finite-difference time-domain (FDTD) method and the method of moments (MoM) due to their capabilities to handle three-dimensional structures, as well as cables and wiring structures (see e.g. [38, 39, 40, 41, 42]). Both methods have advantages and drawbacks. The choice of the right technique depends on the specificities of the environment and the com-
2.1.1 The method of moments (MoM)

The method of moments (MoM), formalized by Harrington in 1968 [43], is a frequency-domain technique used to solve Maxwell’s equations in the integral form. The technique projects the Maxwell equations into a system of linear equations that can be solved numerically, by enforcing boundary conditions. As a frequency-based technique, it does not suffer from numerical dispersion.

The unknowns of the system are the current and the charge densities induced on the surface of the structures. Since only the surfaces are discretized, the dimensions of the problem are reduced by one. That is the main advantage of the MoM over other full-wave methods. However, the number of unknowns can quickly grow into the thousands for a complex geometry, which can be problematic given that the iterative matrix formulation is used to solve the system. The bigger the number of unknowns, the higher the memory requirements to store the matrix, and the longer the time required to find a solution. Nevertheless, it is worth noting that methods such as the fast multipole method (FMM) [44] can be applied to accelerate the iterative solver. In addition, the computation and storage cost can be reduced by implementing matrix compression methods, such as hierarchal matrices (H-matrix) [45].

Also, the MoM, like all integral methods, has difficulties handling inhomogeneous materials, and the electric field integral equation (EFIE) it typically uses is not adapted for low-frequency applications. The method is more suitable for narrow-band problems and frequency sweep responses than for problems that are of transient nature. Since lightning processes are time-dependent and radiate over a broad range of frequencies, a finite-difference (FD) method solving Maxwell’s equations in the time domain could be more appropriate to study the phenomena.

2.1.2 The finite-difference time-domain (FDTD) method

The finite-difference time-domain (FDTD) method, introduced by Yee in 1966 [46], is one of the most commonly used time-domain methods. It solves Maxwell’s equations
in the partial differential form, by discretizing the spatial domain and the time interval. The FDTD method is highly versatile and accurate because the equations are solved without making any physical approximation or assumption about the system. However, like for all systems of partial differential equations, the initial conditions and the boundary conditions of the system must be specified. Thus, to assume an open space, absorbing boundaries must be defined. To do so, one can implement absorbing boundary conditions (ABCs) or perfectly matched layers (PMLs).

There are several formulations of ABCs depending on the materials at the boundaries and the angle of incidence of radiating waves (see e.g. [47, 48, 49]). Yet, existing ABCs restrict themselves to absorbing waves at certain angles [50]. As a solution, Berenger introduced the concept of matched absorbing layers in 1994 [51]. An absorbing layer is an absorbing material that is placed adjacent to the edges of the computational space to absorb outgoing waves [50]. Moreover, a PML is an absorbing medium for radiating waves, theoretically independent of the incident angle and effective over a large frequency band. It is constructed to prevent reflections at the interface between materials. Implementing PMLs in FDTD simulations is straightforward, but it comes with an additional computational cost.

Regular PMLs have difficulties absorbing evanescent waves, which can be dominant below a certain cutoff frequency. The cutoff frequency depends on the dimensions of the structures considered in the model. To overcome this limitation, a complex frequency shifted (CFS) tensor coefficient can be included in the formulation of the PMLs. This new formulation is known as CFS-PML (CMPL) and was introduced by Kuzuoglu and Mittra in 1996 [52].

If to the additional computational costs of PMLs, we add the fact that in FDTD simulations the electromagnetic fields are computed at every point in space, it is clear that the FDTD method might not be the most efficient. Nevertheless, it is advantageous when it comes to modeling industrial facilities, mainly because of the large number of elements that must be taken into account. In FDTD simulations, as long as the spatial domain remains constant, the number of elements in the model does not have an important effect on the calculation time. In addition, subcellular models, such as thin-wires [53, 54] and thin-slots [55], can be implemented to optimize the space discretization when handling multiscale elements. For example, the effect
of a wire the transversal area of which is small compared to the other elements of the model can be taken into account without reducing the size of the FDTD cell, by hybridizing Maxwell’s equations and 1-D transmission line equations.

Another important advantage of the FDTD method is that broadband results can be obtained with a single simulation, and also, the incorporation of nonlinear materials is fairly simple. Hence, we have decided to carry out the simulations using transient electromagnetic simulator - finite difference (TEMSI-FD) [56], an FDTD-based solver developed by the XLIM institute.

**TEMSI-FD**

The XLIM Institute has been developing and updating TEMSI-FD since 2002. It includes various techniques to represent thin-wires with oblique trajectories [57, 58], insulated wires [59], and coaxial cables [60, 27], and can be used in parallel computations to reduce the calculation time. In addition, since TEMSI-FD is developed internally, it comes with additional benefits: fixed and clear assumptions behind the calculations, the possibility to add new features, and full technical support.

In the last five years, TEMSI-FD has been used to calculate, among others, LIVs in cables [27, 36, 61], lightning effects on aircraft [62, 63, 64], and electromagnetic fields inside reinforced concrete buildings [65, 66].

### 2.2 Computation models

Once again, the accuracy of the results obtained using any full-wave method depends on the representativeness of the computation model, and unfortunately, there will always be uncertainties. First, modeling every single detail of the electromagnetic environment of an industrial facility is unfeasible. Second, our knowledge of physical phenomena, such as lightning, is limited.

To calculate the electromagnetic fields and surges generated by a lightning strike in an industrial facility, we focus on modeling three main components of the electromagnetic environment: the lightning return stroke, the soil, and reinforced concrete
structures.

2.2.1 Lightning return stroke

The electromagnetic field generated by the return stroke depends on the variation of the current along the lightning channel. Until now, this variation has been inferred from the observation of the optical radiation of the channel [8], which in addition to the current and the velocity of the return stroke measured at the channel base, has resulted in different models.

The return stroke models have been categorized into four classes, based on their governing equations [67]: gas dynamic models, electromagnetic (EM) or antenna-theory models, distributed circuit models, also known as transmission line models, and engineering models. The latter are the most popular in engineering applications. They can easily be implemented as a set of equations relating the temporal-spatial variation of the current along the channel to the channel base current and the return stroke speed. To this class belong the well-known transmission line (TL) model introduced by Uman and McLain [68], not to be confused with the class mentioned before, the modified transmission line model with linear decay with height (MTLL) [69], and the modified transmission line model with exponential decay with height (MTLE) [70].

However, since we chose a full-wave method to carry out the simulations, we will implement an EM model, which is also based on Maxwell’s equations. Some advantages of EM models include rigor because a transverse electromagnetic (TEM) mode is not assumed, and the capability of reproducing both the features of the lightning current distribution and the resulting electromagnetic fields [71]. The lightning channel will therefore be represented as a monopole antenna by a vertical thin-wire [58]. The wire is excited at its base by a lumped current source and connected at the top end to a PML.

Following the recommendation given in [72], instead of embedding the wire in a fictitious half-space dielectric medium or a dielectric coating, the wire is loaded by distributed inductance and resistance to reproduce the features observed using optical techniques. We consider a distributed series resistance of 1 Ω/m to control the current
attenuation and match the impedance of the channel, which is expected to be between 0.6 and 2.5 kΩ [73]. In addition, we consider distributed series inductance of 4 μH/m to adjust the propagation speed of the current along the channel. Assuming that the speed of the current is equal to the optical speed measured at the channel base, it is expected to be within one-third and one-half of the speed of light. The radius of the lightning channel is set to 1 cm as in the parametric study presented in [36].

**Current parameters**

The effects of lightning depend on the current parameters. Generally, lightning protection standards consider four parameters: the current peak, the charge, the specific energy, and the current steepness. The charge and the specific energy are responsible for mechanical and thermal effects. The current peak and the current steepness are responsible for induced effects, such as voltage drops and surges [74]. The first stroke has the highest current peak, and the subsequent strokes have the highest current steepness. The current of the first stroke typically rises to a peak-value of 30 kA in a few microseconds, whereas the current of the subsequent strokes rises to a peak-value of 10 kA in less than a microsecond [4].

![Figure 2-1: Waveform considered for the lightning return strokes. Figure adapted from [74].](image)

Based mainly on the lightning currents measured by Berger from 1943 to 1971 [75]. The IEC 62305 standard [10] suggests considering four lightning protection levels (LPLs) depending on the structure, and the currents of three different strokes: the
first positive stroke, the first negative stroke, and the subsequent stroke. The LPLs are based on the probability of naturally occurring lightning exceeding the parameters defined. For example, the parameters defined for the LPL II should cover about 75% of naturally occurring lightning. Since industrial facilities need a reliable LPS, the parameters defined for the LPL I, covering about 99%, are generally considered.

Time parameters, independent of the LPL, are also fixed for each stroke. They were defined considering an exponentially decaying current waveform as the one shown in figure 2-1, where $t_1$ is the front time, and $t_2$ is the decay time. The parameters by stroke are listed in table 2.1.

Table 2.1: Parameters considered for the different strokes.

<table>
<thead>
<tr>
<th>Stroke</th>
<th>Levels</th>
<th></th>
<th>I</th>
<th>II</th>
<th>III-IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>First positive</td>
<td>Peak current (kA)</td>
<td>200</td>
<td>150</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>stroke</td>
<td>Average steepness (kA/$\mu$s)</td>
<td>25</td>
<td>10</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_1$ ($\mu$s)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_2$ ($\mu$s)</td>
<td>350</td>
<td>350</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>First negative</td>
<td>Peak current (kA)</td>
<td>100</td>
<td>75</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>stroke</td>
<td>Average steepness (kA/$\mu$s)</td>
<td>100</td>
<td>75</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_1$ ($\mu$s)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_2$ ($\mu$s)</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Subsequent stroke</td>
<td>Peak current (kA)</td>
<td>50</td>
<td>37.5</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average steepness (kA/$\mu$s)</td>
<td>200</td>
<td>150</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_1$ ($\mu$s)</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t_2$ ($\mu$s)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

The current waveform can be analyzed considering the commonly used double-exponential function given by the following formula:

$$i = \frac{i_{max}}{k} \left( e^{t_1/t_1} - e^{t_2/t_2} \right),$$  \hspace{1cm} (2.1)

where $i_{max}$ is the maximum value of the current, $k$ a correction factor, and $t_1$ and $t_2$ are once again the front time and the decay time, respectively. However, the waveform of the double exponential function cannot reproduce the features of subsequent strokes.
With the parameters defined for subsequent strokes, the current would unrealistically start with the maximum current steepness at \( t = 0 \text{ s} \) [74].

Hence, to adjust the values the IEC 62305 standard suggests the Heidler function given by the following formula:

\[
i = \frac{i_{\text{max}}}{k} \times \frac{(t/t_{1})^{10}}{1 + (t/t_{1})^{10}} \times e^{-t/t_{2}}, \quad (2.2)
\]

where \( i_{\text{max}} \) is still the maximum value of the current, \( k \) a correction factor, \( t_{1} \) the front time, and \( t_{2} \) the decay time. This is the function considered in this work.

In addition, to reduce the calculation time when analyzing the results of the simulations in the frequency domain, we consider a Gaussian function

\[
g(t) = A_{0}e^{-\frac{(t-t_{0})^{2}}{2T^{2}}} \xrightarrow{\text{FT}} e(f) = A_{0}T\sqrt{\pi}e^{-\left(\frac{\pi f}{T}\right)^{2}}e^{-j2\pi ft_{0}}, \quad (2.3)
\]

where \( A_{0} \) is the maximum amplitude of the pulse, \( e \) is the exponential function, \( t_{0} \) is the position of the center of the pulse, and \( T \) is the width of the pulse at 77% of the maximum. The frequency range covered by the pulse depends on the latter.

The width of the pulse at 77% of the maximum \((T)\) is defined by

\[
T = \frac{\sqrt{\ln(\text{Att}_{f_{\text{max}}})}}{\pi f_{\text{max}}}, \quad (2.4)
\]

where \( f_{\text{max}} \) is the upper limit of the frequency rage covered by the pulse, \( \text{Att}_{f_{\text{max}}} \) is the attenuation at \( f_{\text{max}} \) with respect to the magnitude spectrum at \( f = 0 \text{ Hz} \), and \( \ln \) is the natural logarithm.

The position of the center of the pulse \((t_{0})\) is defined by

\[
t_{0} = T\sqrt{\ln(\text{Att}_{0})}, \quad (2.5)
\]

where \( \text{Att}_{0} \) is the attenuation of the signal at \( t = 0 \text{ s} \), and \( \ln \) is once again the natural logarithm.

To cover a frequency range from 0 Hz to 10 MHz, \( t_{0} \) and \( T \) are set to 0.179 \( \mu \text{s} \) and 48.3 \( \text{ns} \), respectively. In addition, \( \text{Att}_{0} \) is set to \( 10^{6} \) to avoid any noise in the
time-domain response.

When considering a Gaussian function, we apply a Fourier transform (FT) to the results and normalize them to the source, i.e., we divide the results in the frequency domain by the spectrum of the Gaussian pulse. Thus, the results are independent of the current waveform; they become transfer functions. Moreover, instead of carrying out a simulation for each of the different strokes, we can carry out a single simulation using a Gaussian pulse and then compute the results for any other current waveform. It is as simple as multiplying the spectrum of the waveform of interest by the transfer function and then computing the inverse Fourier transform. Note, however, that the complete convergence of the response is necessary to apply a Fourier transform, and the Gaussian pulse used in the simulation must cover the frequency range of the waveform of interest.

2.2.2 Matrix Pencil method MPM

Gaussian pulses covering the frequency ranges of the lightning return stroke have a duration of just a few microseconds. Nevertheless, it could happen that even after 50 $\mu$s, the response has not yet converged. This could be explained by limited low-frequency spectral energy. If in addition to the inductive effect, there are low resistive losses, it would be difficult to achieve convergence. Also, the presence of resonances can delay energy dissipation.

Due to the stability criteria of the FDTD method, the FDTD time step oversamples the wavelength of the source. Thus, both waiting for the response to converge and considering the Heidler function lead to expensive simulations. Instead of increasing the simulation time to achieve convergence, one can extrapolate the results.

Several extrapolation methods are available in the literature (see e.g. [76]). Among the most widely used methods in electromagnetic problems, one can find the vector-fitting (VF) method [77] and the matrix pencil method (MPM) [78]. The MPM consists in modeling the late-time response of a system as a sum of complex exponentials and estimating the parameters of the model using a linear technique. From the poles and the residues obtained after solving the optimization problem, the response can be well approximated in both time and frequency domains. As opposed to
the VF method, the MPM does not require starting poles. The method has already been used for high-intensity radiated field (HIRF) applications [64] to improve the efficiency of the FDTD method at low frequencies [79]. Also, it has been applied to infer a high-frequency model of a power transformer and fit the frequency responses of a cable system [80].

The main advantage of the MPM is the reduction in the computation time. Yet, even with a complete time convergence of the response, it could facilitate signal processing. The method gives the option to set the frequency step, which can be useful when multiplying the normalized results by the spectrum of the waveform of interest and applying the inverse Fourier transform. It is worth noting that one can also adjust the frequency step of the results using a moving average filter or applying the VF method.

2.2.3 Soil

The soil constitutes an important part of the electromagnetic environment, and it is one of the components that come with most of the uncertainty. The electrical parameters of the soil can experience variations of several orders of magnitude with small changes in the temperature, the moisture content, the salt concentration, and so forth.

Typically, the soil is assumed homogeneous and characterized by a dielectric constant $\epsilon$ and a low-frequency resistivity $\rho$, which depends on the type of soil. However, these parameters are known to be frequency-dependent [34]. In addition, the lightning radiated electromagnetic field cannot be fully reproduced under the assumption of a homogeneous ground [81]. It has been shown that the frequency-dependent parameters reduce the amplitude of induced voltages in overhead lines [34], influence the performance of the grounding grid [82], and affects the early time response of the electromagnetic field, especially in a poorly-conducting ground [83]. Nevertheless, the soil parameters are considered frequency-independent in this work due to their minor influence on the variables of interest compared to the influence of other parameters. Disregarding this dependence is similar to neglecting the soil ionization, which is not considered either. The soil ionization increases the conductivity, and therefore, it also
reduces the adverse effects of lightning. Hence, in both cases, we remain on the safe side.

Regarding the electromagnetic fields, even when considering the soil as a perfectly conducting plane, the vertical electric field and the azimuthal magnetic field at close range can be well approximated. Yet, a horizontally stratified model is necessary to reproduce the horizontal electric field [83]. While the early response of the field can be reproduced by adjusting the resistivity of a homogeneous ground, the late-time response of the field is very sensitive to ground stratification. A good agreement can be found using a two-layer soil [81]. However, once again because of the little influence on the variables of interest, we consider a homogeneous soil in this work.

2.2.4 Reinforced concrete structures

In industrial facilities, the buildings and the cable ducts are generally made of reinforced concrete, one of the most widely used materials in modern constructions. As its name indicates, it is made of concrete and reinforcement. Concrete is a composite material that is strong under compression but less so in tension, which makes it on its own unsuitable for structures exposed to tensile stress. To increase the concrete's tensile strength, reinforcement is therefore included.

As figure 2-2 illustrates, the reinforcement usually consists of at least two interconnected layers of reinforcing grids, where cylindrical reinforcing steel bars (rebars) are arranged periodically to form square or rectangular meshes. Rebars are typically welded or wire-tied to ensure that they deliver the expected tensile strength. It has been demonstrated that the grid-like shield formed by the rebars increases the through-wall attenuation of signals [84, 85, 86, 87] and enhances the shielding effectiveness of the structure against both high-altitude electromagnetic pulse [88] and lightning electromagnetic fields [89, 90, 91, 92, 93, 94, 30].

The layers are interconnected by vertical and horizontal rebars known as hoops. In this work, we consider the hoops to be positioned at the intersection of the rebars, their radius to be equal to the radius of the rebars, and the meshes of the layers to be aligned.
In addition, when modeling reinforced concrete in TEMSI-FD, many other questions come to mind. For example, are all the rebars made of the same type of steel? Do they have the same section? Are they interconnected and if yes, how? Do the reinforcing grids have symmetrical meshes? Are the layers interconnected periodically? Do the properties of the materials change with the meteorological conditions or as years pass? We decided to assume that all the rebars forming the reinforcement of the same structure are identical and there is a perfect electrical connection between them at every intersection. Also, that the properties of the materials are not affected by external factors. Moreover, we are disregarding, among others, the contact resistance, thermal effects, and non-linearities. Further studies are required to understand the implications of this decision and calculate the uncertainty associated.

Since it is necessary to represent the reinforcement as realistic as possible to obtain accurate results, the rebars are modeled as thin-wires [58]. We thought about using thin slots; however, we realized that it could lead to an important error, especially when calculating the electromagnetic field inside the building. There are two main reasons for that: first, the lightning current does not distribute uniformly in the reinforcement, and therefore, a compensation of the field may not occur exactly in the same areas. Second, because the electromagnetic behavior of reinforced concrete changes when the reinforcement is characterized in transmission or conduction [93,
Clearly, a thin-slot model would not be able to reproduce these features. If the conductivity of the slot is adjusted to match the impedance of the reinforcing grid, it would not match the shielding effectiveness. Even if the average does, it would not be able to reproduce the electromagnetic field locally or close to the walls.

### 2.3 Surrogate modeling

The first objective of this work is to conceive a 3-D model of industrial facilities for both understanding the effects of a direct lightning strike to a building and evaluating the magnetic field and the surges. By modeling an industrial facility, we are considering it as a set of components forming a system, which is delimited by spatial and temporal boundaries and influenced by the environment. Based on the initial conditions and the inputs, the model reflects the behavior of the original system with a certain degree of uncertainty. Since carrying out simulations using a full-wave approach can be computationally expensive, we will consider the response of the 3-D model, i.e. the simulation results obtained using TEMSI-FD, as the response of the original system and use them to build more efficient computational models.

A computational model maps the inputs of the system into the outputs, but to do so it has to be calibrated. The process of calibrating consists basically of adjusting the coefficients of the model to fit the available data. After conceiving the 3-D model, the first thing we need to do is, therefore, generate that data.

#### 2.3.1 Design of experiments (DoE) and sampling techniques

One could think that a model would make better predictions when trained on a large dataset. However, more than the quantity of data, what matters is the position of the samples in the design space. If the samples are locally clustered, the model might not be able to make good predictions beyond that specific region.

Once the design space has been defined, several sampling strategies are available to generate samples. Note that the design space is bounded by the upper and lower limits of the input variables being considered. One of the most popular sampling techniques is...
strategies is Monte Carlo (MC) sampling [95], although it can be inefficient because the MC methods rely on repeated random sampling. Besides, they usually require an important number of sample points to converge. The MC methods are widely used to estimate the probability density function (PDF) of a target function, approximate a quantity numerically, and optimize functions under uncertainty. Alternatively, to minimize the computational cost of running expensive simulations, the Design of experiments (DoE) and statistical approximation techniques are often used [96].

The DoE theory [97] was initially developed to plan physical experiments. Since there is a random error associated with physical experiments, many of the “classical” experimental designs replicate sample points. In the “classical” designs, a few sample points are left in the middle and the rest are spread around the boundaries of the design space. To this category belong, among others, the well-known factorial and fractional factorial designs, the central composite design, and the Box-Behnken design. The central composite and Box-Behnken designs are also known as response surface designs [98].

In 1989, Sack et al. [99] stated that when it comes to deterministic computer experiments, the sample points should be chosen to fill the design space. Moreover, scientist started using “space filling” designs [96], such as Latin hypercube designs [100]. In Latin hypercube designs, the PDF is divided into disjoint intervals with equal probability, and a sample is randomly drawn from each interval. Thus, the samples are better distributed in the design space. Nevertheless, because of the complexity of industrial facilities, we have decided to focus on “classical” designs.

**Factorial designs [101, 102]**

Experiments can be used to study the behavior of a system. In the experiments, the system is considered as a process that transforms some input into an output. The process involves several factors, and the main objective of the experiments is therefore to determine the influence of those factors on the output response. Hence, given a system, one must choose the factors to be considered and define the ranges over which the factors will be varied. In addition, in factorial designs, the number of levels for each factor must be defined. A level is a value taken by the factor within its range of variation, at which runs will be made. The appropriate number of levels depends
on the nature of the system. Thus, non-statistical knowledge of the phenomena is essential to design experiments.

The number of runs in a factorial design is given by all the possible combinations of the levels of the factors considered. This is why they are also known as full factorial designs. Moreover, if we had factors $A$, $B$, and $C$, with two levels, three levels, and four levels, respectively, there would be $2 \times 3 \times 4$ possible combinations $\rightarrow 24$ runs. The variation in the response produced by a change in the level of a factor defines its effect.

One of the most popular factorial designs is that of $k$ factors, each at two levels. It is called the $2^k$ factorial design, and it is widely used in factor screening experiments because it requires the smallest number of runs with $k$ factors. The levels, denoted “$-$” and “$+$”, correspond to the lower and the upper limits of the range of variation of each factor, respectively. The high level of any factor is also denoted by the corresponding lowercase letter, and by convention, $(1)$ is used to denote all factors at the low level.

For example, in an experiment with three factors, we would require $2^3$ runs. As shown in figure 2-3, the eight combinations of the levels can be displayed geometrically as a cube. The design matrix of the experiment is shown in table 2.2.

![Figure 2-3: Geometric view of a 2^3 factorial design.](image)

It is worth noting that $2^k$ factorial designs are not always ideal because it is not possible to detect a curvature effect with two levels. If the relationship between
Table 2.2: Design matrix of a $2^3$ factorial design.

<table>
<thead>
<tr>
<th>Run</th>
<th>Combination</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1)</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>2</td>
<td>$a$</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>3</td>
<td>$b$</td>
<td>−</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>4</td>
<td>$ab$</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>5</td>
<td>$c$</td>
<td>−</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>6</td>
<td>$ac$</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>7</td>
<td>$bc$</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>$abc$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

the response and a quantitative factor is not linear, at least three levels must be considered. Also, if there is a qualitative factor, the levels should match the qualities.

**Fractional factorial designs [103]**

In some cases, one cannot afford to run all the combinations of a full factorial design. A full factorial design with $k$ factors at $M$ levels requires $M^k$ runs. Thus, as the number of factors increases, the number of runs required rapidly outgrows the computational resources available. Fractional factorial design can be used to reduce the number of runs by focusing for example on the main effects and the low-order interactions. Note that by doing so, certain high-order interactions are neglected.

Since only a fraction of the design is considered, it is essential to ensure that the effects of interest are not aliased with each other when choosing the generators. There are two fundamentally different approaches to determining the aliasing pattern based on the effects one wants to estimate: the “Clear” approach and the “Distinct” approach [104]. In the “Clear” approach, only the main effects and two-factor interactions are considered significant. In the “Distinct” approach, the generators are chosen to guarantee the estimability of the effects that the experimenter thinks are significant. Thus, it is assumed that the experimenter knows the nature of the model. A well-known algorithm to choose the generators is the Franklin-Bailey algorithm [105]. The Franklin-Bailey algorithm finds the generators for the smallest fractional factorial
Table 2.3: Extended design matrix of a $2^3$ factorial design divided into two half fractions.

<table>
<thead>
<tr>
<th>Run</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$AB$</th>
<th>$AC$</th>
<th>$BC$</th>
<th>$ABC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

design required to estimate the effects specified by the experimenter.

To illustrate, let us consider a $2^k$ fractional factorial design containing $2^{k-p}$ runs, where $p$ is the number of independent generators. This design is called a $2^{k-p}$ fractional factorial design. If $p = 1$, it is also known as a one-half fraction of the $2^k$ design. Considering again an experiment with three factors, we would need to reduce the number of runs from $2^3$ to $2^{3-1}$. Hence, we choose the highest-order interaction ($ABC$) as the generator, and we determine the one-half fractions by grouping together the runs where the $ABC$ interaction has the same sign. Supposing that we select the rows with a “+” for the $ABC$ interaction as our one-half fraction, we would have the main effects $A$, $B$, and $C$ aliased with $BC$, $AC$, and $AB$, respectively. The rows are highlighted in the extended design matrix of a $2^k$ full factorial design shown in table 2.3. Note that the interactions included in the matrix are simply the product of the levels of the factors interacting. Because of the aliasing, we could not estimate the main effects with the $2^{3-1}$ design, we would be estimating $A + BC$, $B + AC$, and $C + AB$.

Central composite design (CCD) [98]

The central composite design (CCD) is a popular design for fitting second-order models. It consists of a $2^k$ factorial design with center points, that is augmented with a
group of $2k$ axial or star points. The axial points allow the quadratic terms to be incorporated into the model. Besides the number of factors ($k$), two parameters must be specified in the design: the distance from the center of the design space to the axial points ($\alpha$), and the number of center points ($n_f$). Generally, three to five center points are recommended.

![Geometric view of a CCD with three factors.](image)

Figure 2-4: Geometric view of a CCD with three factors.

There are different methods to select $\alpha$, depending on the region of interest. A distance $\alpha = n_f^{1/4}$ yields a rotatable CCD, a distance $\alpha = \sqrt{k}$ yields a spherical CCD, and a distance $\alpha = \pm 1$ yields a face-centered CCD. As an example, figure 2-4 shows the 20 combinations resulting from a CCD with three factors: the 8 combinations of a $2^3$ full factorial design, 6 axial points, and 6 center points.

**Box–Behnken design [98]**

A Box–Behnken design is formed by combining a full factorial design and an incomplete block design. The levels of the factors are positioned in the center and at the midpoints of the edges of the region defined by the upper and the lower limits of each variable. Moreover, the design requires three levels of each factor.

The number of blocks and the number of factors varying in each block depend on the number of variables involved in the design. In an experiment with three factors,
there are three blocks with two factors varying simultaneously. In each block, two of the factors are varied through the four combinations of the upper and the lower limits, while the other factors are set to a central value. A geometric view of the design is shown in figure 2-5.

2.3.2 Models and algorithms

Once the data has been generated, we can start building a computational model $\mathcal{M}$ to predict the quantity of interest $Y$. Let $Y = \mathcal{M}(X)$ be an output random variable, and $X = [x_1, \ldots, x_M]$ an input random vector.

Note that the choice of the surrogate models and supervised learning algorithms we can use will be limited by the size of the dataset. The dataset must be large enough to compute the unknown coefficients of the model and validate it. However, there is always a risk of overfitting with large datasets, which occurs when the model fits exactly the training dataset but it is unable to make good predictions for unseen data.
Linear regression [101]

One of the simplest models to implement, if not the simplest, is a linear regression model. The model assumes that there is a linear relationship between the output and input variables. The basic formulation is as follows:

$$Y = \beta_0 + \beta^T X + \varepsilon,$$

(2.6)

where $\beta_0$ is the intercept term, $\beta = [\beta_1, \ldots, \beta_M]$ is the vector of regression coefficients, and $\varepsilon$ is the error of the model. This is a first-order model that contains only the main effects on the output response. If the effects are not independent, the model can be improved by including the interaction terms.

The intercept term and all coefficients associated with both the variables and the interaction terms can easily be calculated from a $2^k$ factorial design. For example, if we consider the results under the combinations shown in table 2.2, we may estimate the factor effects as follows:

$$A = \frac{1}{4n} [a + ab + ac + abc - (1) - b - c - bc],$$

(2.7)

$$B = \frac{1}{4n} [b + ab + bc + abc - (1) - a - c - ac],$$

(2.8)

$$C = \frac{1}{4n} [c + ac + bc + abc - (1) - a - b - ab],$$

(2.9)

$$AB = \frac{(1) - a - b + ab + c - ac - bc + abc}{4n},$$

(2.10)

$$AC = \frac{(1) - a + b - ab - c + ac - bc + abc}{4n},$$

(2.11)

$$BC = \frac{(1) + a - b - ab - c - ac + bc + abc}{4n},$$

(2.12)

$$ABC = \frac{-(1) + a + b - ab + c - ac - bc + abc}{4n},$$

(2.13)

where $n$ is the number of times the design is replicated. Experimental designs are generally replicated in physical experiments. Moreover, $n = 1$ because for a given combination, our simulations always result in the same value.
Accordingly, the regression model reads

\[ \hat{Y} = \hat{\beta}_0 + \hat{\beta}_1 x_1 + \hat{\beta}_2 x_2 + \hat{\beta}_3 x_3 + \hat{\beta}_{12} x_1 x_2 + \hat{\beta}_{13} x_1 x_3 + \hat{\beta}_{23} x_2 x_3 + \hat{\beta}_{123} x_1 x_2 x_3 \]

\[ = \frac{(1)}{2} + \frac{A}{2} x_1 + \frac{B}{2} x_2 + \frac{C}{2} x_3 + \frac{AB}{2} x_1 x_2 + \frac{AC}{2} x_1 x_3 + \frac{BC}{2} x_2 x_3 + \frac{ABC}{2} x_1 x_2 x_3, \]

where \( x_i \), for \( i = 1, \ldots, M \), is a coded variable that represents a factor. The coding brings all the variables to the same range and produces the familiar \( \pm \) notation. Thus, \( x_i = -1 \) when the factor is at the lower limit of its range of variation and, \( x_i = 1 \) when it is at the upper limit. The effects are divided by two because they are estimated based on a two-unit change (from -1 to 1), whereas the coefficients measure the effect of a unit change in \( X \) on the mean of \( Y \).

**Polynomial chaos expansion (PCE) [106, 107]**

Another relatively simple model to implement, yet more sophisticated and reliable, is a polynomial chaos expansion (PCE), which is popular in the field of uncertainty quantification. To build a PCE, it is assumed that the output response \( Y \) belongs to the Hilbert space of second-moment random variables, and it can be represented by an infinite series expansion as follows:

\[ Y = \sum_{\alpha \in \mathbb{N}^M} y_\alpha \times \Psi_\alpha(X), \]  

where \( y_\alpha \) are coefficients to be computed, \( \Psi_\alpha(X) \) is a basis of multivariate orthogonal polynomials, and \( \alpha = \{\alpha_1, \ldots, \alpha_M\} \) is the multi-indices of degree \( |\alpha| = \sum_{i=1}^{M} \alpha_i \), which indicates the degree of the multivariate polynomial.

A multivariate polynomial of the basis reads

\[ \Psi_\alpha(X) = \prod_{i=1}^{M} \Psi_{\alpha_i}^{(i)}(x_i), \]  

where \( \Psi_{\alpha_i}^{(i)}(x_i) \) is a univariate polynomial of degree \( \alpha_i \), from the family of polynomials.
associated with the variable $x_i$.

The family of orthogonal polynomials used to build up the base depends on the input PDF, for example, Legendre polynomials are used for input variables with a uniform distribution. Table 2.4 shows the classical families of orthogonal polynomials and the type of variable they are associated with. Note that classical orthogonal polynomials are defined for reduced variables, e.g. uniform variables $\mathcal{U}(-1,1)$ and normal variables $\mathcal{N}(0,1)$. Thus, an isoprobabilistic transform $X = T(\xi)$ is necessary.

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Orthogonal polynomials</th>
<th>Hilbertian basis $\Psi_\alpha(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>Legendre $P_\alpha(x)$</td>
<td>$\frac{P_\alpha(x)}{\sqrt{\alpha+1}}$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Hermite $H_{e\alpha}(x)$</td>
<td>$\frac{H_{e\alpha}(x)}{\sqrt{\alpha!}}$</td>
</tr>
<tr>
<td>Gamma</td>
<td>Laguerre $L_\alpha^a(x)$</td>
<td>$\frac{L_\alpha^a(x)}{\sqrt{\Gamma(\alpha+a+1)}}\frac{\alpha!}{\alpha}$</td>
</tr>
<tr>
<td>Beta</td>
<td>Jacobi $J_{\alpha}^{a,b}(x)$</td>
<td>$\frac{J_{\alpha}^{a,b}(x)}{\delta_{a,b,\alpha}}$</td>
</tr>
</tbody>
</table>

In practice, the infinite series expansion is truncated to limit the number of coefficients to be computed. The number of multivariate polynomials forming the basis depends on the truncation scheme and the number of input variables $M$. If we consider a standard truncation scheme, the basis would be formed by all multivariate polynomials of total degree $|\alpha|$ less than or equal to $p$, and there would be $\frac{(M+p)!}{M!p!}$ coefficients to be computed. Nevertheless, when considering a standard truncation scheme, some coefficients turn out to be negligible. Thus, one can also reduce the number of coefficients to be computed by using sparse regression techniques [108]. These techniques find the relevant terms of the basis from a candidate set of polynomials defined by the truncation scheme. The resultant PCE is called a sparse PCE.

As an example, let us consider a system with two input variables: $x_1 \sim \mathcal{U}(a, b)$, $x_2 \sim \mathcal{N}(\mu, \sigma)$, and a response $Y = \mathcal{M}(x_1, x_2)$ we want to estimate using a PCE. First,
we would have to perform an isoprobabilistic transform to reduce the input variables

\[
x_1 = \frac{(a + b)}{2} + \frac{(b - a)}{2} \times \xi_1, \quad \xi_1 \sim \mathcal{U}(-1, 1),
\]

\[
x_2 = \mu + \sigma \xi_2, \quad \xi_2 \sim \mathcal{N}(0, 1).
\]

Now, since \(x_1\) has a uniform distribution and \(x_2\) has a normal distribution, we need Legendre and Hermite polynomials to build the basis. Hence, a multivariate polynomial of the basis reads

\[
\Psi_{\alpha_1, \alpha_2}(\xi_1, \xi_2) = \frac{P_{\alpha_1}(\xi_1)}{\sqrt{2\alpha_1 + 1}} \times \frac{H_{\alpha_2}(\xi_2)}{\sqrt{\alpha_2!}}.
\]

Assuming a second order truncation \((p = 2)\), the basis would be formed by the polynomials in table 2.5. Moreover, the PCE reads

\[
\hat{Y} = \mathcal{M}^{PC}(\xi_1, \xi_2) = \sum_{j=0}^{5} y_j \times \Psi_j
\]

\[
= y_0 + y_1 \sqrt{3} \xi_1 + y_2 \xi_2 + y_3 \frac{\sqrt{5}}{2} (3\xi_1^2 - 1) + y_4 \sqrt{3} \xi_1 \times \xi_2 + y_5 \frac{1}{\sqrt{2}} (\xi_2^2 - 1).
\]

<table>
<thead>
<tr>
<th>(j)</th>
<th>(\alpha)</th>
<th>(\Psi_\alpha \equiv \Psi_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[0,0]</td>
<td>(\Psi_0 = 1)</td>
</tr>
<tr>
<td>1</td>
<td>[1,0]</td>
<td>(\Psi_1 = \sqrt{3}\xi_1)</td>
</tr>
<tr>
<td>2</td>
<td>[0,1]</td>
<td>(\Psi_2 = \xi_2)</td>
</tr>
<tr>
<td>3</td>
<td>[2,0]</td>
<td>(\Psi_3 = \frac{\sqrt{5}}{2} (3\xi_1^2 - 1))</td>
</tr>
<tr>
<td>4</td>
<td>[1,1]</td>
<td>(\Psi_4 = \sqrt{3}\xi_1 \times \xi_2)</td>
</tr>
<tr>
<td>5</td>
<td>[0,2]</td>
<td>(\Psi_5 = \frac{1}{\sqrt{2}} (\xi_2^2 - 1))</td>
</tr>
</tbody>
</table>

It is worth noting that we would require a response sample set of at least 12 runs to compute the coefficients.
Let us consider a linear regression model crossing the \(y\)-axis at zero, i.e., \(\beta_0 = 0\). The model would be of the form
\[
Y = \beta^T X + \varepsilon, 
\]
(2.21)
where, once again, \(Y\) is the output variable, \(X\) is the input vector, \(\beta\) is the vector of regression coefficients, and \(\varepsilon\) is the error of the model.

To implement a different kind of regression, the input vector can be projected into an \(N\) dimensional feature space using a set of mapping functions. The model becomes then
\[
Y = \beta^T F + \varepsilon, 
\]
(2.22)
where \(F = [f_k(x_i)]\) represents the user-selected basis functions that transform the original vector, \(\beta\) is the vector of the functions coefficients, the term \(\beta^T F\) is a deterministic function approximating the mean value of the output, and \(\varepsilon\) is the error.

Kriging, also known as Gaussian process regression (GPR) in machine learning (ML), is a popular interpolation method that assumes that the model output is a realization of a stochastic process by considering the error \(\varepsilon\) as a zero mean, unit-variance, stationary Gaussian process (GP)
\[
Y = \beta^T F + \varepsilon(X),
\]
(2.23)
\[
\varepsilon(X) \sim GP(0, k(X, X')), \quad k(X, X') = \sigma^2 R(X, X'; \theta),
\]
(2.24)
where \(\sigma\) is the variance of the GP, \(R(X, X'; \theta)\) is the correlation function, also known as the kernel, which describes the correlation between two sample points in the output space, and \(\theta\) is the hyperparameters of the kernel function. The mean value of the output \(\beta^T F\) is called the Kriging trend.

A GP is defined as a collection of random variables such that the examination of a larger set of variables does not change the distribution of a smaller set. Moreover, a Kriging model predicts the responses assuming that the vector formed by the true responses and the predictions has a joint Gaussian distribution. Hence, the parameters
\(\beta, \sigma^2,\) and \(\theta\) can be derived by maximizing the likelihood function

\[
\mathcal{L}(\beta, \sigma^2, \theta; Y) = \frac{(\det R)^{-1/2}}{(2\pi\sigma^2)^{N/2}} \exp \left[-\frac{1}{2\sigma^2} (Y - F\beta)^T R^{-1} (Y - F\beta) \right].
\]

(2.25)

where \(R\) is the correlation matrix with elements

\[
R_{ij} = R(x_i, x_j; \theta), \ i, j = 1, \ldots, N.
\]

(2.26)

To build a Kriging model, it is necessary to select a kernel and a functional basis of the Kriging trend. The most commonly used kernels are summarized in table 2.6. Depending on the trend type different names have been given to Kriging models: simple Kriging when the trend is a combination of fully specified functions, ordinary Kriging when the trend has a constant yet unknown value, and universal Kriging when the trend is a linear combination of prescribed arbitrary functions. Typically, the trends are based on a polynomial basis.

Because Kriging uses the spatial correlation between the data to interpolate the values, it is an exact interpolation method at the sample points. Moreover, the prediction error could be minimized by adding sample points with important spatial correlation.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>(R(X, X'; \theta))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>(\max \left(0, 1 - \frac{</td>
</tr>
<tr>
<td>Exponential</td>
<td>(\exp \left[-\frac{</td>
</tr>
<tr>
<td>Gaussian</td>
<td>(\exp \left[-\frac{1}{2} \left(\frac{</td>
</tr>
<tr>
<td>Matern 3/2</td>
<td>(\left(1 + \frac{\sqrt{3}}{\theta}</td>
</tr>
<tr>
<td>Matern 5/2</td>
<td>(\left(1 + \frac{\sqrt{5}}{\theta}</td>
</tr>
</tbody>
</table>

Table 2.6: Commonly used kernels.
Decision trees [111, 112]

A decision tree is a simple yet powerful supervised ML algorithm, which can be used for both regression and classification tasks. It predicts the output associated with an input by traveling from the root node of the tree to a leaf. Each internal node of the tree corresponds to a test on the input attributes, and each leaf specifies a value to be returned. Hence, a “decision” is made by performing a sequence of tests that leads to a leaf. In regression trees, instead of a single value, there is a function of the input attributes at each leaf.

Tree-based methods split the feature space into cells, where each cell corresponds to a leaf of the tree. As an example, consider a continuous output response $Y$, two input variables $X_1$, $X_2$, and a partition of the feature into five regions ($R_1, \ldots, R_5$). At each region, a value is assigned to the output response. To define the regions, first the space is split into two regions at $X_1 = 1$, then the region $X_1 \leq t_1$ is split at $X_2 = t_2$ and the region $X_1 > t_1$ is split at $X_1 = t_3$, and finally, the region $X_1 > t_3$ is split at $X_2 = t_4$. This is a predefined set of splitting rules that leads to the partition in figure 2-6. The corresponding decision tree is shown in figure 2-7.

![Partition of a two-dimensional feature space](image1)

![Decision tree corresponding to the partition in figure 2-6](image2)

Figure 2-6: Partition of a two-dimensional feature space. Figure adapted from [111].

Figure 2-7: Decision tree corresponding to the partition in figure 2-6. Figure adapted from [111].

An important advantage of decision trees compared to other ML algorithms is their interpretability. One of their biggest drawbacks is that they have high variance,
and therefore, a small change to the data could result in major changes to the model. Decision trees are the fundamental component of bagged trees and a random forest, which are among the most powerful ML algorithms today. To make better predictions, both algorithms combine the predictions from different decision trees constructed using bootstrapped learning sets. The fundamental difference between the algorithms is that all features are considered for splitting a node in bagged trees, whereas in a random forest, the learning algorithm is limited to a random sample of features [113].

**Neural networks [114, 115]**

Artificial neural networks (ANNs) are inspired by the architecture of biological neural networks in the brain. They are simply a collection of basic units (neurons) connected in a communication network by directed links. The properties of the network depend on its topology and the properties of the neurons. If all the connections are in one direction, the network is called a feed-forward network. If there are cycles or loops, it is called a recurrent neural network (RNN).

A numeric weight $w_{i,j}$ is associated to every link, and an activation function, typically a hard threshold or a logistic function, is associated to the neurons. Each neuron receives as input the weighted outputs of other neurons connected to its incoming edges. The neuron computes the sum of its inputs and then, to compute its output, it applies the activation function to the sum. The weights are the unknown coefficients one needs to adjust when training the neural network. Typically, a back-propagation algorithm is used to update the values until the gradient of the loss function with respect to the weights is minimized.

In feed-forward networks, the neurons are generally organized in consecutive layers and the neurons of one layer receive only the weighted outputs of the neurons in the preceding layer (see e.g. figure 2-8). The layer connected to the network’s inputs is called the input layer, the layer connected to the output(s) is called the output layer, and all the layers in between are called hidden layers. The input layer always contains a bias neuron, which outputs 1. Often, hidden layers also contain bias neurons.

The rectified linear (ReLU) activation function works well in most cases for the hidden layers. The activation function for the output layer depends on the problem.
For binary classification, sigmoid and tanh are generally used, but softmax is usually better for multi-classification. For regression tasks, the output layer does not necessarily have an activation function.

The simplest neural network contains one hidden layer, and it can be sufficient for simple problems. However, to solve problems that are not linearly separable, a substantial number of hidden layers might be required.

**Global sensitivity analysis [116, 117]**

Sensitivity analysis is a valuable mathematical tool to study how the variability of the model response is affected by the variability of each input variable. It is useful, among others, to understand the behavior of the model response, reduce the dimensions of the problem, prioritize the uncertainty sources, and conduct robustness analysis.

Numerous approaches to perform sensitivity analysis have been developed throughout the years. They can be classified based on their cost in terms of model evaluations, their assumptions about the model, and their requirements of a priori knowledge about the model. Also, they are typically grouped in local and global methods. In local sensitivity analysis, the impact of small perturbations around the nominal values
of the inputs is studied, whereas in global sensitivity analysis, the whole input domain is taken into account. One of the most popular global methods is Sobol’ sensitivity indices.

**Sobol’ indices**

Sobol’ indices are based on the idea of expanding the computational model into summands of increasing dimensions

\[
\mathcal{M} = \mathcal{M}_0 + \sum_{i=1}^{M} \mathcal{M}_i(x_i) + \sum_{1 \leq i < j \leq M} \mathcal{M}_{ij}(x_i, x_j) + \cdots + \mathcal{M}_{12...M}(X)
\]

\[
= \mathcal{M}_0 + \sum_{u \subseteq \{1, \ldots, M\}} \mathcal{M}_u(x_u),
\]

with \(x_u \eqdef \{x_{i_1}, \ldots, x_{i_s}\}\). Thus, the total variance of the model can be seen as the sum of the variances of summands

\[
D \equiv \text{Var}[\mathcal{M}(X)] = \sum_{u \subseteq \{1, \ldots, M\}} \text{Var}[\mathcal{M}_u(x_u)].
\]

\[
S_u \eqdef \frac{\text{Var}[\mathcal{M}_u(x_u)]}{D},
\]

The first-order Sobol’ indices quantify the additive effect of each input variable \((x_i)\) separately:

\[
S_i = \frac{D_i}{D} = \frac{\text{Var}[\mathcal{M}_i(x_i)]}{D}.
\]

The total Sobol’ indices quantify the total effect of the input variable \(x_i\), including the interactions with the other variables:

\[
S^T_i \eqdef \sum_{u \geq 1} S_u.
\]

Multiple-term indices that quantify the effect of the interaction of the variables are referred to as high-order Sobol’ indices.
2.3.3 Validation

The accuracy of a computational model can be quantified by estimating its error, which is the deviation of the value it predicts ($\hat{Y}$) from the “true value” of the quantity of interest ($Y$). Once again, in this work, we consider the “true values” as the results obtained from full-wave simulations. Estimating the error of the 3-D model we are using to carry out the simulations is not straightforward. Even if we included in the model all the elements of the electromagnetic environment, there would still be uncertainty associated with the physical phenomena. This is when experiments play an important role. To corroborate certain hypotheses and make sure that the numerical model roughly reflects the behavior of the original system, one could compare simulation results to measurements. Note, however, that the measurement equipment and setup also come with uncertainty.

Estimated error

Several measures of error can be found in the literature. Table 2.7 summarizes the most commonly used in statistics. Note that $N$ is the number of model evaluations and $\mu$ is the sample mean of the quantity of interest.

<table>
<thead>
<tr>
<th>Measure of error</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical error</td>
<td>$\frac{\sum_{i=1}^{N}(Y-\hat{Y})^2}{\sum_{i=1}^{N}(Y-\mu_Y)^2}$</td>
</tr>
<tr>
<td>Mean absolute error (MAE)</td>
<td>$\frac{1}{N} \sum_{i=1}^{N}</td>
</tr>
<tr>
<td>Mean squared error (MSE)</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} (Y - \hat{Y})^2$</td>
</tr>
<tr>
<td>Root mean square error (RMSE)</td>
<td>$\sqrt{MSE}$</td>
</tr>
<tr>
<td>Normalized root mean square error (NRMSE)</td>
<td>$\frac{RMSE}{Y_{max} - Y_{min}}$</td>
</tr>
</tbody>
</table>

We could use a dataset to build a computational model and then estimate an error by applying the formulas in table 2.7. Nevertheless, when comparing the values predicted by the model to the values we used to adjust its coefficients, we are not
estimating the prediction error. In that case, we would be estimating the fitting error, also known as the training error.

To estimate the prediction error, we need a validation set formed by an independent set of inputs and outputs. Alternatively, one can build the model and validate it using a k-fold cross-validation technique [118]. The technique is well-known in ML. It consists in dividing the dataset into k different groups (folds), then estimating the coefficients of the computational model k times, each time using the data of k-1 groups, and calculating the error with the data that was held out. The final values of the coefficients and the error of the model are calculated as the average of the results over the k rounds of the k-fold cross-validation.

The leave-one-out error ($E_{LOO}$), a technique developed in statistical learning to overcome overfitting, can be seen as the combination of the empirical error of the model over a N-fold cross-validation. It consists in using each point of the experimental design as a single validation point for the model built from the remaining $N-1$ points. The $E_{LOO}$ is then calculated as the mean-square average of the resulting N empirical errors.

All the regression techniques and algorithms introduced in this chapter will be used in the following chapters. Nevertheless, since the interpretability of some ML models is questionable, we will privilege PCE and Kriging models over other techniques to estimate the peak-values of the magnetic field and the surges.
Chapter 3

Transient magnetic field inside a building struck by lightning

To define protection measures against the LEMP in industrial facilities, it is essential to estimate the magnetic field generated by a direct strike inside the buildings. However, as we mentioned in the previous chapter, the accuracy of the estimations depends on the representativeness of the models, which relies on the assumptions we make along the way. Ideally, to estimate the transient magnetic field, we would consider all the components of the buildings and carry out a full-wave simulation. Yet, a full-scale reinforced concrete building can be geometrically very complex; thus, including every detail in the model is virtually impossible. Besides, the simulation would require a large amount of computational resources. Even with the assumptions described in section 2.2, we would find ourselves with thousands and thousands of thin-wires. Carrying out these simulations on a daily basis would not be feasible nor practical.

3.1 Simplified 3-D modeling of reinforcing grids

Before attempting to build a surrogate model to estimate the magnetic field inside the buildings, it is worth trying to simplify the representation of the reinforcement in full-wave simulations. If we were able to transform a multi-layered reinforcing into
an equivalent single-layered reinforcing grid, we would facilitate the development of the 3-D model and probably reduce the amount of computational resources required.

3.1.1 Distribution of the lightning current in the reinforcement

To simplify the representation of the reinforcement, first, we must analyze the distribution of the lightning current in the reinforcing grid. Let us then consider a 5 m × 5 m × 5 m reinforced concrete building over a perfectly conducting ground plane with a single-layered reinforcing grid. The reinforcing grid is adapted from [94]. It has squared meshes of 30 cm × 30 cm and is embedded in 30 cm of concrete, which is modeled as a lossy dielectric material with a conductivity of 0.0052 S/m and a relative permittivity of 8.6. The rebars forming the grid have a radius of 1.4 mm, and their conductivity is set to $8.33 \times 10^6$ S/m.

![Figure 3-1: Striking points considered in the model of a 5 m × 5 m × 5 m reinforced concrete building over a perfectly conducting ground plane.](image)

The lightning channel is modeled as a monopole antenna by a vertical lossy wire, excited at its base by a lumped current source and connected at the top end to a PML [51]. Even though buildings are generally struck in one of the corners of the roof, to study the influence of the striking point, we attach the channel to four different locations. The striking points considered are shown in figure 3-1.
The current waveform is defined as a Gaussian function covering a frequency range up to 1 MHz and using TEMSI-FD [56], the currents in the reinforcement are computed at 1 kHz and 1 MHz. The results, normalized to the current waveform, are shown in figure 3-2. It can be observed that contrary to the implications of the formulas in the IEC 62003 standard [20], and in agreement with [90] and [92], the current is not uniformly distributed in the reinforcement; it is diverted to the edges. Figure 3-3d shows that even when the building is struck in the center of the roof, the currents in the down-conductors in the edges are different. It can be explained by the asymmetry of the reinforcing grid, given that the length of the building (5 m) is not a multiple of the mesh size (0.3 m).
Now, let us consider a double-layered reinforcing grid with 30 cm between the layers and hoops every 90 cm. Unexpectedly, figure 3-4 shows that the magnitude and the distribution of the lightning current do not appear to be affected by either the frequency or the number of layers. One could then think that if the currents computed in the outer layer of a multi-layered reinforcing grid are in the same range as the current on a single-layered grid with the same characteristics, it would not be necessary to model the inner layers to compute the surges in underground cables. Also, if we take a closer look, we can see that there is almost no derivation of the lightning current to the hoops, which suggests that the currents in the inner layer are primarily induced. It may therefore be possible to calculate the characteristics of a single-layered reinforcing grid that would provide comparable shielding effectiveness, at least at a certain distance from the wall.
3.1.2 Surrogate model of single-layered grids

To find the characteristics of an equivalent single-layered reinforcing grid, we propose the methodology in figure 3-5. The idea is simple: we need a reduced representation of reinforcing grids that will allow us to characterize the reinforcement of the building. We build a surrogate model of the reduced representation of single-layered grids and then, to find the equivalent grid of a multi-layered grid, we use an optimization algorithm to fit the surrogate model to the results obtained from the reduced representation of the multi-layered grid we want to simplify.

Finding a reduced representation of reinforcing grids is not straightforward. Originally, we considered three reduced representations:

- An infinite grid illuminated by a plane wave at normal incidence
Figure 3-5: Methodology proposed to find the characteristics of an equivalent single-layered grid.

- A 2 m × 2 m × 2 m reinforced concrete building over a perfectly conducting ground plane, excited by a perfect source, which is connected to the center of the roof.

- A 4 m × 4 m grid over a perfectly conducting ground plane, also excited by a perfect source.

To illustrate, figure 3-6 shows the calculation models of the reduced representations.

Infinite grids have been used on numerous occasions to study the transmission and reflection properties of reinforced concrete, see e.g. [84, 86, 85, 87, 88]. Yet, they are not appropriate to characterize the reinforcing grid when a building is struck by lightning, because as mentioned in section 2.2, the shielding characteristics of reinforced concrete are different for direct and indirect strikes. Hence, a simplified representation that would be appropriate for studying nearby strikes may be unsuitable for direct strikes and vice versa.

A 2 m × 2 m × 2 m reinforced concrete building is a good representation as long as 1 m is a multiple of the mesh size, which is rarely the case. Otherwise, a rebar would not be passing by the center of the roof, and therefore, we would have to add connection wires, which can induce an error in the results. In addition, the computation time seems to be considerably high to think of carrying out multiple
Figure 3-6: Reduced representation of reinforcing grids considered to find the characteristics of an equivalent single-layered grid. (a) Infinite grid illuminated by a plane wave. (b) $2 \text{ m} \times 2 \text{ m} \times 2 \text{ m}$ building over a perfectly conducting ground plane. (c) $4 \text{ m} \times 4 \text{ m}$ grid over a perfectly conducting ground plane.

Simulations to build the surrogate model. Thus, this representation is also rejected.

Different variations of the remaining option, the $4 \text{ m} \times 4 \text{ m}$ grid, are then considered and improved to find the most appropriate representation. The one we finally selected is an $8 \text{ m} \times 8 \text{ m}$ grid in a perfectly conducting metallic enclosure (see figure 3-7). The grid is connected on one side to the enclosure and on the other side to a perfect voltage source, which is connected to the enclosure. The voltage waveform is defined as a Gaussian function with a maximum amplitude of 100 V, covering a frequency range up to 1 MHz. If there are multiple layers, the first layer of the grid is the one connected to the enclosure. To minimize the effect of the wires interconnecting the grid and the enclosure, their radius is set to 2.5 cm, and they are considered
to be perfectly conducting. The conductivity of the rebars is set to $8.33 \times 10^3$ S/m. Note that it is the conductivity of steel divided by $10^3$. This change, as well as using a metallic enclosure, is made to reduce the computation time.

Two variables are considered to characterize reinforcing grids: the current flowing through the grid and the magnetic field it induces. The current is computed in one of the wires connected to the enclosure, and the magnetic field is calculated as the average of the magnetic field strength computed over a $2 \text{ m} \times 2 \text{ m}$ surface. As shown in figure 3-7, the surface is positioned in the center of the enclosure, one meter away from the first layer of the grid. To keep the dimensions of the grid constant in the reduced representation, the meshes of the last row and the last column are not necessarily squared, they can also be rectangular. This approximation simulates what occurs when the dimensions of the building are not a multiple of the mesh size.

Figure 3-7: Reduced representation of reinforcing grids chosen to find the characteristics of an equivalent single-layered grid: An $8 \text{ m} \times 8 \text{ m}$ grid in a perfectly conducting metallic enclosure.

Table 3.1: Factors and levels considered in the factorial design.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (mm)</td>
<td>0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0</td>
</tr>
<tr>
<td>Mesh size (m)</td>
<td>0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0</td>
</tr>
</tbody>
</table>
With a reduced representation of reinforcing grids, we can now move towards building a surrogate model of single-layered grids. Let us then consider the reduced representation of single-layered grids as an experiment with two inputs: the radius of the rebars and the mesh size, and two outputs: the current and the magnetic field strength. Based on a $10^2$ factorial design and using TEMSI-FD, we carry out the 100 simulations resulting from all the interactions between the factors. The size of the FDTD cells is set to 10 cm and the observation time to 20 $\mu$s. The levels taken by the factors are shown in table 3.1.

The results are shown in figure 3-8. It can be observed that the current and the magnetic field strength reach higher levels when the radius of the rebars increases and the mesh size decreases. Although, if we consider only the peak-values, this behavior could easily be modeled using linear regression, we decided to include the time as an input to keep information about the decay time. The decay time can be as useful as the peak-values to fit the surrogate model of single-layered grids to the response curve of the reduced representation of a multi-layered grid. Moreover, we take 65 uniformly spaced samples of the time responses to build two independent regression models, one for each output.

![Figure 3-8](image)

(a) Current flowing through the grid. (b) Average of the magnetic field strength over a 2 m $\times$ 2 m surface.

Using Matlab [119], we tried five different regression models: linear regression, regression trees, GPR, and ensemble of Trees. Table 3.2 shows that, based on the NRMSE estimated by applying a 10-fold cross-validation [118], the GPR algorithms
Table 3.2: Best adjusted models based on the NRMSE.

<table>
<thead>
<tr>
<th>Model</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR with Rational Quadratic kernel</td>
<td>$2.179 \times 10^{-4}$</td>
</tr>
<tr>
<td>GPR with Matern 5/2 kernel</td>
<td>$2.810 \times 10^{-4}$</td>
</tr>
<tr>
<td>GPR with Exponential kernel</td>
<td>$3.061 \times 10^{-3}$</td>
</tr>
<tr>
<td>Fine Tree</td>
<td>$1.765 \times 10^{-2}$</td>
</tr>
<tr>
<td>Boosted Trees</td>
<td>$3.046 \times 10^{-2}$</td>
</tr>
<tr>
<td>• Minimum leaf size: 4</td>
<td></td>
</tr>
<tr>
<td>• Minimum leaf size: 8</td>
<td></td>
</tr>
<tr>
<td>• Learners: 30</td>
<td></td>
</tr>
</tbody>
</table>

To select the kernel, different Kriging models are built and compared using UQLab [120]. Assuming that the inputs have a uniform distribution and based on the $E_{LOO}$, the best models are found with the Matern 5/2 kernel. The parameters of these models are estimated using a Hybrid Genetic Algorithm (HGA) with a convergence tolerance of $10^{-10}$ and a maximum number of generations equal to 500. The values estimated for the parameters are given in table 3.3.

3.1.3 Model fitting criteria

Going back to the objective, which is to find the characteristics of an equivalent single-layered grid, what we need is to estimate the components of the input vector to be used in the Kriging models. The input vector should lead to a current and a magnetic field strength similar to the ones resulting from the reduced representation of the multi-layered grid we want to simplify.
Table 3.3: Parameters and error of the ordinary Kriging models with the Matern 5/2 kernel.

<table>
<thead>
<tr>
<th></th>
<th>Model of the current</th>
<th>Model of the magnetic field strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>36.101</td>
<td>1.337</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>259.245</td>
<td>0.318</td>
</tr>
<tr>
<td>$\theta$</td>
<td>[8.534, 7.740, 1.263]</td>
<td>[7.282, 6.924, 1.157]</td>
</tr>
<tr>
<td>$E_{\text{LOO}}$</td>
<td>$4.831 \times 10^{-6}$</td>
<td>$4.975 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

To estimate the components of the input vector, namely the radius of the rebars and the mesh size of an equivalent single-layered grid, the Kriging models are fitted to the response curves of the reduced representation of the multi-layered grid using least squares. The procedure followed by the fitting algorithm is summarized in figure 3-9. Note that for the fitting, the tolerance on the model and the values of the coefficients is set to $10^{-10}$.

We could estimate the components of the input vector by fitting only one of the models to a response curve, as well as by starting the optimization from a random value. However, the solution is not always unique, and in some cases, it might not even be accurate. That is the reason why the fitting algorithm compares the values obtained with two independent models and the error when starting from different values. If there were two solutions, we could find them by starting from the lower and the upper bounds of the models, i.e., the minimum and the maximum values of the factorial design.

We observed that when starting the fitting from the lower bound, the simplification of the multi-layered grid is usually compensated by a smaller mesh size, while starting from the upper bound, it is compensated by a bigger radius. Rarely the second approach is a better fit and the algorithm manages to find an equivalent grid without drastically reducing the mesh size. Even when it does, the first approach always leads to a lower error. The latter means, unfortunately, that an equivalent single-layered grid might not contribute to reducing the amount of computational resources required in the simulations. For example, if we implement the fitting algorithm to find the characteristics of an equivalent single-layered grid of the double-layered grid considered in section 3.1.1, we would obtain meshes of 10 cm and rebars with a radius.
Figure 3-9: Flowchart of the fitting algorithm used to estimate the components of the input vector.

of 1.13 mm. Since the mesh size is considerably smaller than the original, the only gain we could achieve would be in terms of memory.

There are ways to make sure that the characteristics of the equivalent grid are convenient and the computation time is reduced. Yet, a choice has to be made between approximating the impedance of the reinforcement and approximating its shielding effectiveness. For example, if the factorial design is expanded to take into account thicker rebars and the conductivity is considered as an additional variable, fitting the models would lead to different results. When fitting the current flowing through the same double-layered grid, we obtain a single-layered grid with a mesh size of 44 cm, rebars with a radius of 1.90 cm, and a conductivity of $8.53 \times 10^4$ S/m. When fitting the magnetic field strength, we obtain a single-layered grid with a mesh size of 30 cm, rebars with a radius of 2.85 cm, and a conductivity of $1.57 \times 10^6$ S/m. Also, if instead of expanding the factorial design, we consider the imaginary part of the impedance as an output of the reduced representation of the double-layered grid, the equivalent single-layered grid would have a mesh size of 36 cm and rebars with a radius of 1.34 cm.

To compare these four single-layered grids, the magnetic field strength is computed inside and around the building described in section 3.1.1, considering a lighting strike to the corner. Figure 3-10 shows the results at 1 MHz on a 4 m $\times$ 4 m surface, located 1 m away from the roof. Figure 3-11 shows the relative error on the values
computed. It can be observed that, in general, the distribution of the magnetic field strength is very similar. As expected, there is a high error in the gap between the two layers of the original grid, which is completely normal. There is also a high error in approximately 5 cm next to the walls because the equivalent grid is placed where the outer layer of the original grid was. Moreover, the inhomogeneity in the field created by the rebars in the inner layer is no longer visible. It would not be reasonable to place the equivalent grid in the middle of the wall or as one of the inner layers, since we already know that most of the lightning current is displaced to the outer grid.

It is worth noting that all four equivalent grids are able to reproduce the field around the building; yet, only the grids found by fitting the magnetic field strength reproduce accurately the field inside. The same conclusions can be drawn from the results on the other surfaces and at lower frequencies. Also, there is always a higher error close to the edges, where the values change fast. An improvement could be achieved by reducing the size of the FDTD cell size.

Certainly, it would be better to use the fitting algorithm to transform the multi-layered grid into a single-layered that matches both the field and the impedance. Nevertheless, it may not always be advantageous in terms of computational resources. The alternative simplifications could be useful to study separately other indirect effects of lightning, such as the surges induced in the cables. However, to be able to choose the most convenient equivalent grid depending on the case study, we need to understand how the magnetic field strength is influenced by the characteristics of the reinforcement. It would also give us an insight into the approach of the fitting algorithm.

3.2 Parametric study on the shielding effectiveness of reinforced concrete

Different studies have shown that the LEMP inside of a reinforced concrete building is attenuated when the mesh size is reduced or the radius of the rebars is increased [94, 30]. Also, that the magnetic shielding effectiveness can be enhanced by increasing the number of layers [94, 90, 92, 30, 89, 91, 93], especially for fast-rising currents [90],
Figure 3-10: Normalized magnetic field strength computed at 1 MHz inside and around a 5 m × 5 m × 5 m building, at 1 m from the roof. (a) Double-layered grid. (b) Single-layered grid with a mesh size of 10 cm. (c) Single-layered grid with a mesh size of 44 cm. (d) Single-layered grid with a mesh size of 30 cm. (e) Single-layered grid with a mesh size of 36 cm.
Figure 3-11: Relative error on the magnetic field strength computed at 1 MHz inside and around a 5 m × 5 m × 5 m building, at 1 m from the roof. (a) Single-layered grid with a mesh size of 10 cm. (b) Single-layered grid with a mesh size of 44 cm. (c) Single-layered grid with a mesh size of 30 cm. (d) Single-layered grid with a mesh size of 36 cm.

and by enlarging the distance between the layers [30]. In this section, we will conduct a basic parametric study aiming to quantify the variations in the shielding against the magnetic field when the characteristics of reinforced concrete are modified.

Let us then consider once again a 5 m × 5 m × 5 m reinforced concrete building, this time with a foundation buried at a depth of 1 m. The walls, roof, and foundation of the building are made up of a reinforcing grid, the characteristics of which we are going to vary. Based on real configurations, six parameters are chosen to be analyzed independently, starting from the reference values in table 3.4. When one of the parameters is varied, the others are set to their reference values. Note that the
internal walls, the columns, and the beams are not taken into account. The meshes are considered squared, the layers are considered to be facing each other, which means that the meshes of the layers are aligned, and the radius of the hoops is equal to the radius of the rebars. The conductivity of the rebars is set to $8.33 \times 10^6$ S/m. The concrete is modeled as a lossy dielectric material with variable conductivity and permittivity, in accordance with its moisture content. The soil is considered homogeneous, with a relative permittivity of 10 and a resistivity of 100 Ω·m.

Table 3.4: Parameters chosen to be analyzed in the study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size</td>
<td>30 cm</td>
<td>10 cm – 50 cm</td>
</tr>
<tr>
<td>Radius of the rebars</td>
<td>6 mm</td>
<td>2 mm – 10 mm</td>
</tr>
<tr>
<td>Number of layers</td>
<td>1</td>
<td>1 – 3</td>
</tr>
<tr>
<td>Distance between the hoops</td>
<td>No hoops</td>
<td>30 cm – 120 cm</td>
</tr>
<tr>
<td>Relative permeability of steel</td>
<td>1</td>
<td>1 – 1000</td>
</tr>
<tr>
<td>Moisture content of concrete</td>
<td>No concrete</td>
<td>0.2 % – 12 %</td>
</tr>
</tbody>
</table>

Figure 3-12: Position of the 29 points at which the magnetic field was computed inside the building.

The building is directly struck by lightning in the corner of the roof, and the lightning channel is modeled once again as a monopole antenna. The current waveform is still a Gaussian function with a maximum amplitude of 100 A, covering a frequency
range up to 1 MHz. The magnetic field strength, normalized to the current waveform,
is computed at 9 points vertically distributed in the center of the building and at 21
points horizontally distributed in the diagonal from the striking point to the opposite
corner, at 3 different heights. The position of the points is shown in figure 3-12.

The magnetic shielding effectiveness is defined as follows:

\[ SH = 20 \times \log \left( \frac{H_0}{H} \right), \]  

(3.1)

where \( H \) is the magnitude of the magnetic field strength computed inside the re-
inforced concrete building, and \( H_0 \) is the magnitude of the magnetic field strength
computed when the LPS system of the building consists of four down-conductors.
The down-conductors, one in each corner, are connected at the top and the bottom,
as shown in figure 3-13. Their radius is set to 6 mm, the reference value of the radius
of the rebars.

Figure 3-13: Computation model of the building when its LPS system consist of four
down-conductors.

The simulations are carried out using TEMSI-FD; yet, to verify the accuracy
of the results, we also compute the shielding effectiveness using FEKO [121]. Even
though TEMSI-FD and FEKO use different full-wave methods to solve the equations,
the results are in good agreement. The slight differences could be explained by the
discrepancies in the models of the lightning channel. In FEKO, the channel is open at
the top and considered to be 2-kilometers-long, whereas in TEMSI-FD, the channel is connected at the top to a PML. As an example, the results when all the parameters are set to the reference values are shown in figure 3-14.

Since the computed values exhibit a minor dependency on the frequency, we decided to plot them against the distance of the points to the foundation and the striking point. It can be observed that the shielding effectiveness increases with the distance to the foundation and as we approach the roof. Lower shielding effectiveness close the foundation could be explained by the electromagnetic field generated by the currents flowing through the foundation as they dissipate into the soil. The interpretation of higher shielding effectiveness close to the roof is less straightforward. It is perhaps higher because the reinforcing grid in the roof provides shielding against the fields radiated by the lightning channel, whereas there is no shielding when the LPS consists of four down-conductors. Figure 3-14b shows that the magnetic shielding effectiveness also increases close to the striking point. It starts decreasing with the distance from the striking point, then fluctuates slightly around the same values, and then decreases. The symmetry of the curve suggests that the shielding effectiveness is affected by the distance between rebar of adjacent walls.

Figure 3-14: Magnetic shielding effectiveness calculated with all the parameters set to their reference value. (a) At the vertically distributed points. (b) At the horizontally distributed points, 1.25 m from the roof.
Mesh size and radius of the rebars forming the reinforcing grid

As expected, figures 3-15 and 3-16 show that the shielding against the magnetic field improves as the percentage of steel in the structure increases. The effect is therefore consistent with the behavior of reinforced concrete to an incident wave. The shielding effectiveness increases with the radius of the rebars and decreases with the mesh size. On average, dividing the mesh size by two enhances the shielding against the magnetic field by 9 dB, and multiplying by two the radius of the rebars enhances the shielding by 2.7 dB. This explains why the fitting algorithm presented in section 3.1.3 usually reaches the lower limit of the mesh size before it starts changing the radius.

Figure 3-15: Magnetic shielding effectiveness calculated when changing the mesh size of the reinforcing grid.  
Figure 3-16: Magnetic shielding effectiveness calculated when changing the radius of the rebars forming the reinforcing grid.

Number of layers and periodicity of the hoops

Adding an extra layer to the reinforcement would of course enhance the shielding against the magnetic field as well. We saw in section 3.1.1 that the lightning current flows mainly through the outer layer. Thus, an inner layer would work as a shield against an incident electromagnetic field. Accordingly, the number of interconnections between the layers should not influence the shielding effectiveness. In agreement with [92], the results in figure 3-17 confirm that the effect of increasing the periodicity of the hoops is negligible. Only placing a hoop at every intersection improves slightly the shielding, but it is not by more than 1 dB.
Figure 3-18 shows that on average, the magnetic shielding effectiveness increases by 12.5 with an additional layer. Yet, the increase depends on the mesh size and the distance between the layers. If the distance between the layers is divided or multiplied by two, the shielding effectiveness would increase by 12.5 dB ± 2.7 dB. For example, consider the shielding effectiveness when all the parameters are set to the reference values and the results in figure 3-14. The shielding effectiveness with a single-layered grid is around 20 dB in the center of the building. Adding a second layer at a distance of 60 cm from the first would lead to a shielding effectiveness of 35.2 dB. If the second layer is added 30 cm away from the first, the shielding effectiveness would be around 32.5 dB. If a third layer is added at the same distance from the second layer, it would be around 45 dB. Modifying the distance between those three layers from 30 cm to 15 cm would reduce the shielding effectiveness by 5.4 dB, making it 39.6 dB.

Figure 3-17: Magnetic shielding effectiveness calculated when changing the distance between the hoops interconnecting the layers of the reinforcing grid.

Figure 3-18: Magnetic shielding effectiveness calculated when additional layers are added to the reinforcing grid.

Moisture content of the concrete

It has already been demonstrated that concrete does not contribute significantly to the magnetic shielding [90, 30]. Figure 3-19 shows that as long as the concrete is modeled, the effect of changing its moisture content is negligible. An effect is noticeable only at low frequency and when the concrete is disregarded. At most, disregarding the concrete leads to an increase of 0.5 dB.
Figure 3-19: Magnetic shielding effectiveness calculated when changing the moisture content of the concrete.

**Permeability of steel**

Steel is an iron alloy, which has high conductivity and a considerably variable degree of magnetization. The permeability of steel depends on its chemical composition. For example, the relative permeability of carbon steel is on the order of 100, whereas the relative permeability of annealed stainless steel is within 750 and 1800 and can be approximated to 1 for austenitic stainless steel [122]. The most common type of steel used in structural applications is carbon steel, which is generally assumed to be non-magnetic. The IEC 62305-4 standard [17] suggests considering a relative permeability of 200 for the steel used in reinforced concrete buildings.

A high degree of magnetization is known to contribute to the shielding against an incident field; yet, when a current is injected into the reinforcement, the effects of the permeability are contradictory. It is however worth noting that a good agreement between the effects has been found in [66]. When a current is injected into the reinforcement, the skin depth ($\delta_i$) decreases with both the permeability and the frequency, and when the skin depth decreases, the resistance of the rebars increases and their internal inductance decreases. In addition, the internal inductance of a conductor depends on the degree of magnetization of the material, and therefore, it also increases with the permeability.

By neglecting the skin effect and the internal inductance, we could approximate the internal impedance of the rebars as $Z_{int} = R_{dc} = 0.001 \ \Omega/m$, considering a radius of 6 mm. If we consider the skin effect and a worst-case scenario with a relative...
permeability $\mu_r = 1000$, the impedance of the rebars would depend on the frequency. At the frequencies characterizing the different return strokes in [17], the resistance, approximated as $R_{ac} = \frac{\rho}{\pi a \delta}$, is equal to 0.0913 $\Omega$/m, 0.289 $\Omega$/m, and 0.578 $\Omega$/m for 25 kHz, 250 kHz, and 1 MHz, respectively. The internal inductance, approximated as $L = \frac{\mu a}{4 \pi m}$, is equal to 0.581 $\mu$H/m, 0.184 $\mu$H/m, and 0.092 $\mu$H/m. Considering these values, we carry out the simulations at each frequency. We vary the resistance and the inductance independently because the internal reactance of cylindrical conductors is often neglected.

Figure 3-20 shows that the permeability could considerably reduce the magnetic shielding effectiveness. Nevertheless, the magnitude of the effect depends on the frequency, and it is noticeable only when considering a high degree of magnetization. If the relative permeability of the type of steel used in reinforced concrete buildings is indeed a few hundred, one may not need to take it into account in the simulations.

![Graph A: Magnetic shielding effectiveness considering the resistance of the rebars](image)

![Graph B: Magnetic shielding effectiveness considering the internal inductance of the rebars](image)

**Figure 3-20:** Magnetic shielding effectiveness calculated when considering the permeability of steel. (a) Considering the effect on the resistance of the rebars. (b) Considering the effect on the internal inductance of the rebars.

To summarize, the shielding provided by reinforced concrete does depend on the geometrical configuration of the reinforcement and the type of steel the rebars are made of. The most effective way to improve the magnetic shielding is by adding multiple layers. The further the inner layers are placed from the outer layer, the better the shielding will be. A significant enhancement can also be obtained by reducing the mesh size. The effect of the radius of the rebars and the periodicity of the hoops is insignificant compared to the influence of these two parameters. Also,
the variations in the shielding effectiveness observed at all the 29 points seem to be comparable. Hence, one could assume that modifying the geometrical configuration of the reinforcement will affect the magnetic field uniformly inside the building. It would therefore be possible to calculate a correction factor to take into account the modifications on the reinforcement, at least when it comes to estimating the peak-values of the magnetic field strength. It has been observed that the magnetic field has a longer rise time inside multi-layer grid-like shields [90].

On that idea, we could choose a single-layer grid-like shield as the reference shield and divide the problem of estimating the magnetic field strength into two parts. In the first part, we would need to estimate the distribution of the peak-values inside the reference grid-like shield. In the second part, we could calculate a correction factor to adjust the estimated values, depending on the characteristics of the grid-like shield of interest. Note that we are now referring to the reinforced concrete building as a grid-like shield. This is to emphasize that we are not considering all the structural components of the buildings, such as walls, columns, and beams.

3.3 Distribution of the peak-values of the magnetic field strength

3.3.1 Calculations according to IEC 62305-4

The IEC 62305-4 standard [17] suggests the following formula to calculate the maximum value of the magnetic field strength in single-layer grid-like shields:

$$|H|_{\text{max}} = k \times I_0 \times \frac{w_m}{d_w \times \sqrt{d_r}},$$

(3.2)

where $k$ is the configuration factor (typically $k = 0.01$), $I_0$ is the maximum value of the lightning current, $w_m$ is the mesh width, $d_w$ is the shortest distance to the wall, and $d_r$ is the shortest distance to the roof. The formula is a first-order approximation of the magnetic field distribution inside the safety volume, the boundaries of which are defined by the safety distance $d_s = w_m$ from the shield. It was obtained from numerical simulations of three typical grid-like shields over a perfectly conducting...
To analyze the limitations of the formula, we start by computing the magnetic field under the same considerations inside the $10 \times 10 \times 10$ m shield. The radius of the rebars is set to 6 mm and the simulations are carried out using TEMSI-FD. Figure 3-21 shows that at points $A (d_w = d_r = 5 \text{ m})$ and $B (d_w = d_r = 3 \text{ m})$ as defined in the standard, the results are in good agreement. In fact, as long as we calculate the field at points that are equidistant from the walls and the roof, and inside the safety volume, the IEC formula in (3.2) appears to be a good compromise between simplicity and accuracy. However, at points that are close to the walls or the striking point, there are major differences between the results. According to the IEC formula, the distribution of the peak-values of the magnetic field strength does not change as we move along the vertical axis. As shown in figure 3-22, the distance to the roof affects uniformly the magnitude of the peak-values at points over the same horizontal surface. The fact that the distribution of the peak values is defined exclusively by the distance to the walls contradicts the well-known current displacement phenomenon in grid-like shields. As we saw in section 3.1.1, no matter where the lightning channel is attached, the lightning current is always diverted to the edges. Therefore, as shown in figure 3-23 and in agreement with [30], the distribution of the peak values changes with the relative position to the roof and the foundation.

Figure 3-21: Comparison between the peak-values of the magnetic field strength computed with TEMSI-FD and the results presented in the IEC 62305-4 standard [17].

In addition, the IEC formula not only disregards the effect of the radius of the rebars but also assumes a linear relationship between the mesh size and the magnetic field.
Figure 3-22: Peak-values of the magnetic field strength calculated with the IEC formula inside a 10 m $\times$ 10 m $\times$ 10 m single-layer grid-like shield, considering $I_0 = 200$ kA. (a) At 1 m from the roof. (b) At 3 m from the roof. (c) At 5 m from the roof.

field strength. Figure 3-21 shows that is not entirely accurate. To focus on building a model to calculate a correction factor, we could set the mesh size to a fixed value and use the IEC formula to estimate the peak-values. After all, the values calculated with the formula are mostly on the safe side. On the other hand, we could propose a more precise, yet more complex, variant.

### 3.3.2 Case studies

To propose an improved formula, first, we define the reference shield as a single-layered reinforcing grid with squared meshes of 10 cm $\times$ 10 cm, formed by rebars
Figure 3-23: Peak-values of the magnetic field strength computed with TEMSI-FD inside a $10 \text{ m} \times 10 \text{ m} \times 10 \text{ m}$ single-layer grid-like shield, considering $I_0 = 200 \text{ kA}$. (a) At 1 m from the roof. (b) At 3 m from the roof. (c) At 5 m from the roof.

with a radius of 1 mm. The grid is embedded in 10 cm of plain concrete to avoid direct contact of the foundations with the soil. Then, we compute the peak-values of the magnetic field strength inside the ten different grid-like shields listed in table 3.5. Note that the dimensions of the shields include the thickness of the concrete.

We could consider the reference shield as a reinforcing grid with more realistic characteristics; yet, since the mesh size and the radius will be variables of interest when computing a correction factor, we decided to set the values to the potential minimum. If the effect of the radius of the rebars is disregarded, we assure by choosing the thinnest rebars that we remain on the safe side. Also, based on the assumptions of the IEC formula, we might be able to evaluate the effect of the mesh size independently. Hence, we choose the smallest mesh size, which defines the greatest safety
Table 3.5: Dimensions of the grid-like shields considered.

<table>
<thead>
<tr>
<th>Building</th>
<th>Length (m)</th>
<th>Width (m)</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>10.100</td>
<td>10.100</td>
<td>10.100</td>
</tr>
<tr>
<td>B2</td>
<td>10.100</td>
<td>10.100</td>
<td>20.100</td>
</tr>
<tr>
<td>B3</td>
<td>20.100</td>
<td>20.100</td>
<td>10.100</td>
</tr>
<tr>
<td>B4</td>
<td>20.100</td>
<td>10.100</td>
<td>10.100</td>
</tr>
<tr>
<td>B5</td>
<td>5.100</td>
<td>5.100</td>
<td>5.100</td>
</tr>
<tr>
<td>B6</td>
<td>20.100</td>
<td>20.100</td>
<td>20.100</td>
</tr>
<tr>
<td>B7</td>
<td>5.100</td>
<td>5.100</td>
<td>10.100</td>
</tr>
<tr>
<td>B8</td>
<td>10.100</td>
<td>10.100</td>
<td>50.100</td>
</tr>
<tr>
<td>B9</td>
<td>50.100</td>
<td>50.100</td>
<td>10.100</td>
</tr>
<tr>
<td>B10</td>
<td>50.100</td>
<td>20.100</td>
<td>10.100</td>
</tr>
</tbody>
</table>

*Note: The dimensions of the buildings include 10 cm of plain concrete.*

volume. A safety distance equal to the mesh size must still be considered for the field to be homogenized. At a shorter distance to the reinforcement, the field fluctuates rapidly depending on the position of the rebars.

All the simulations are carried out using TEMSI-FD and executed in parallel. The boundary conditions of the analysis space are defined as PMLs to assume an open space. The volume of the analysis space is variable because the boundaries are defined at least 10 m away from the grid-like shield. Again, the concrete is modeled as a lossy dielectric material with a conductivity of 0.0052 S/m and a relative permittivity of 8.6. The conductivity of the rebars is set to $8.33 \times 10^6$ S/m. The soil is considered homogeneous, with a relative permittivity of 10 and a resistivity of 100 $\Omega \cdot m$. As usual, the lightning channel is modeled as a monopole antenna, and the current waveform is defined as a Gaussian function covering a frequency range up to 1 MHz. The channel is attached to the corner of the roof because direct strikes to the corner are known to produce the highest magnetic fields [90].

Finally, the peak-values of the magnetic field strength are computed at 11 horizontal surfaces inside the shields. The first and the last surfaces are located 10 cm away from the roof and the foundation. The remaining nine are distributed uniformly in height, as shown in figure 3-24. Note that we are considering a Cartesian coordinate system expressed in meters, with the origin at the striking point and the $z$-axis
If we take a look at the results at points (1, 1, 1), (3, 3, 3), and (5, 5, 5) inside B1 and B6 in figure 3-25, we see that the magnetic field strength is almost constant up to a few hundreds of kHz, depending on the size of the building. Then, it decreases with the frequency. The tendency is similar at other points and inside different buildings. As suggested by the IEC formula in (3.2), we could therefore assume that the peak-values of the magnetic field strength are proportional to the maximum value of the lightning current ($I_0$), at least for slow-rising currents. Thus, to conceive an improved formula, we choose the results at 25 kHz characterizing the first positive return stroke, which has the highest peak current. According to the LPL I defined in [15], we set $I_0$ to 200 kA.

### 3.3.3 Improved formula

A direct lightning strike generates a transient magnetic field inside a building due to the lightning current flowing along the lightning channel and to the earth-termination system. Since the reinforcement of the building works as a shield against incident waves, we could theoretically neglect the contribution of the lightning channel and
calculate the magnetic field as the superposition of the contributions given by the flow of a partial lightning current through each rebar. However, to determine the contributions of the rebars, we would need to estimate the partial currents and evaluate integrals as suggested in [123]. Alternatively, we can start by supposing that a good approximation of the magnetic field strength can be obtained by superposing the contribution of the rebars in the vertical edges and adding a term \( T_w \) to account for the contribution of the walls, roof, and foundation. We know that the lightning current is always diverted to the edges. And to facilitate the development and application of the formula, we could even consider just the closest vertical edge to the point of observation. Let \( T_e \) then be the term accounting for the contribution of the closest edge. Note that this simplification causes a discontinuity of the field at the points that are equidistant from two or more vertical edges and fails to reproduce the smallest values, where the fields are canceling each other out. Accordingly, the variant of the IEC formula to calculate the peak-values of magnetic field strength is conceived as

\[
|H|_{\text{max}} = I_0 \times \left( \frac{T_e}{k} + T_w \right),
\]

where \( I_0 \) is once again the maximum value of the lightning current, currently set to 200 kA, and \( k \) is a configuration factor, which depends on the position of the closest edge with respect to the striking point.

To find the composition of the terms \( T_e \) and \( T_w \), we consider from each surface the results along the \( x \)-axis, 10 cm away from the wall, and along the line \( x = y \) up to the center. As shown in figure 3-26, the magnetic field strength decreases with the
distance from the edge and the distance from the wall. Therefore, we can at least agree on $T_e$ being a function of the distance to the closest vertical edge ($d_e$) and $T_w$ being a function of the shortest distance to the wall ($d_w$).

Since the term $T_w$ is supposed to be constant when the distance to the wall is fixed, by fitting the curves along the $x$-axis up to the center, we find that $T_e$ can be approximated as $c_0 \times d_e^{-c_3}$, where $c_0$ and $c_3$ are coefficients to be determined. However, whereas $c_3$ remains around the same values, $c_0$ varies with the distance to the roof ($d_r$). Probably because the distribution of the currents changes in the reinforcement as they flow to the earth-termination system. Thus, we need to adjust $c_0$ as a function $d_r$. We approximate the function as $c_1 \times d_r^{-c_2}$ and the composition of the first term of the formula is set.

Next, to find the composition of $T_w$, we fit the curves resulting from the difference between the results along the lines $x$-axis and $x = y$ on each surface. We also find that $T_w$ can be approximated as $c_0 \times d_w^{-c_6}$ with $c_0 = c_4 \times d_r^{-c_5}$. Yet, we observed that the coefficient $c_6$ varies slightly with the relative distance to the roof. Close to the walls, it decreases as we move along the $z$-axis, then increases again close to the foundation. Hence, we introduce a new coefficient $c_7$ that multiplies $c_6$, and we define the dependence on the relative position in height as $|c_7 - \frac{2x d_r}{h}|$, where $h$ is the height of the shield. The value of $c_7$ indicates the point at which the field close to the walls stops decreasing. For example, $c_7$ would be equal to 1 if the magnetic fields generated
by the flow of the current through the foundations and the roof were comparable. That would indicate that the field close to the walls will stop decreasing right in the middle. With the composition of the second term of the formula also set, the variant introduced in (3.3) has become

\[ |H|_{\text{max}} = I_0 \times \left( \frac{c_1}{k \times d_p^2 \times d_e^5} + \frac{c_4}{d_r^5 \times d_w^2 \times d_e \times |c_7 - \frac{2 \times d_r}{k}|} \right), \tag{3.4} \]

where \( c_i \), for \( i = 1, \ldots, 7 \), are coefficients to be determined. Note that the distances are in meters and measured from the center of the rebars forming the grid-like shield.

The formula in (3.4) was conceived assuming that the closest vertical edge is the one in the striking point. If it was not the case, the contribution of the rebar in the vertical edge would increase with the distance to the roof. The rapidity of the increase depends on its distance to the striking point. By fitting the ratios of the peak-values computed at the corners of the horizontal surfaces, we found that the configuration factor \( k \) could be approximated as follows:

\[ k = \begin{cases} 1, & \text{for the edge in the striking point} \\ 1 + \frac{d_p}{5 \times d_e}, & \text{for the adjacent edges} \\ 1 + \frac{d_p}{6 \times d_e}, & \text{for the opposite edge} \end{cases} \tag{3.5} \]

where \( d_p \) is the horizontal distance between the closest vertical edge and the edge in the striking point.

Finally, to consider the effect of the currents flowing through the roof, which is pronounced in the fields computed at the first surface of each building, we include an exponential decay in the second term. Hence, the formula in (3.4) becomes

\[ |H|_{\text{max}} = I_0 \times \left( \frac{c_1}{k \times d_p^2 \times d_e^5} + \frac{c_4}{d_r^5 \times d_w^2 \times d_e \times |c_7 - \frac{2 \times d_r}{k}|} \times e^{c_8 \times d_n} \right), \tag{3.6} \]

where \( e \) is the exponential function and \( d_n \) is the distance to the vertical edge in the striking point. By relative, we mean that it is normalized to the dimensions of the shield as \( d_n = \sqrt{\left(\frac{x}{\text{length}}\right)^2 + \left(\frac{y}{\text{width}}\right)^2} \).

Now that we have the expression of the formula, the next step is to determine the
coefficients $c_1$ to $c_8$. This time, we can use all the data to guarantee a good fit. In a first attempt, however, we observed that both $c_4$ and $c_5$ depend on the dimensions of the grid-like shield. The coefficient $c_4$ decreases with the size of the shield, probably because in a bigger shield, the current flowing through the rebars is redistributed among more parallel paths. Therefore, we defined $c_4$ as a function of the volume of the shield ($v$) and tried to adjust it to the response. A good fit was obtained with $c_4 = \frac{c_{04}}{\sqrt{v}}$. The coefficient $c_5$ decreases as the ratio of the cross-sectional area ($a$) to the height of the shield ($h$) increases. Perhaps because the currents take longer to be displaced to the corners. Thus, we tried reducing $c_5$ as a function $\sqrt{\frac{a}{h}}$, $\sqrt{a}$ instead of $a$ to cancel the units. A good fit was obtained when reducing $c_5$ by $\sqrt{\frac{a}{2v \times h}}$.

The formula we propose as a more precise variant of the formula given by the IEC standard is then

$$|H|_{\text{max}} = I_0 \times \left( \frac{c_1}{k \times d_r^2 \times d_e^3} + \frac{c_{04}}{\sqrt{v}} \times \frac{\sqrt{d_r^{a5} \times \frac{\pi}{25\pi k}} \times d_e^5 \times |c_7 - 2x_{d_e}|}{c_8 \times d_u} \right) + \varepsilon \quad (3.7)$$

$I_0$ : Maximum value of the lightning current  
$k$ : Configuration factor in (3.5)  
$d_r$ : Distance to the roof  
$d_e$ : Distance to the closest vertical edge  
$d_u$ : Shortest distance to the wall  
$d_u$ : Normalized distance to the edge in the striking point  
$v$ : Volume of the grid-like shield  
$a$ : Cross-sectional area of the grid-like shield  
$h$ : Height of the grid-like shield  
$c_i$ : Coefficients given in table 6  
$\varepsilon$ : Estimated error

With the formula in (3.7), we were able to estimate the coefficients. We used an optimization algorithm to minimize the sum of the NRMSE with two scales: one with the magnetic fields as they were calculated with the formula and computed with TEMSI-FD, another with all the results in decibels (dB). Adding the two errors helps to prevent high deviations at low values. The algorithm searches for the values of the coefficients that lead to a local minimum of the sum. The search is conducted in
a region defined by bound constraints, starting from the middle of the region. The lower bound for all the coefficients is set to zero. The upper bound is set to 0.01 for $c_1$ and $c_{04}$, and to 2 for the other coefficients. The step tolerance is set to $10^{-14}$.

Table 3.6: Coefficients of the improved formula in (3.7).

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>$1.146 \times 10^{-3}$</td>
</tr>
<tr>
<td>$c_2$</td>
<td>0.665</td>
</tr>
<tr>
<td>$c_3$</td>
<td>1.625</td>
</tr>
<tr>
<td>$c_{04}$</td>
<td>$5.795 \times 10^{-3}$</td>
</tr>
<tr>
<td>$c_{05}$</td>
<td>0.585</td>
</tr>
<tr>
<td>$c_6$</td>
<td>0.520</td>
</tr>
<tr>
<td>$c_7$</td>
<td>1.491</td>
</tr>
<tr>
<td>$c_8$</td>
<td>1.413</td>
</tr>
</tbody>
</table>

Figure 3-27: Values taken by the variables in (3.6) to calculate the maximum magnetic field strength at point (6,9,3) inside B1.

To avoid overfitting, the optimization is conducted ten times. Yet, we do not conduct a $k$-fold cross-validation. Instead of splitting the dataset in $k$-folds, we separate the data by building. Each time, the coefficients are estimated using the fields computed inside nine of the buildings and verified using the fields computed inside the tenth. Then, the ten different values of each coefficient $c_i$, one from each round of
optimization, are combined. The final values of the coefficient are listed in table 3.6 and to illustrate, an example of how to use the improved formula is shown in figure 3-27.

**Estimated error**

To estimate the error of the formula in (3.7), we consider all the points at the 11 horizontal surfaces inside each of the 10 buildings described in section 3.3.2. There are around 5.3 million points in total. A histogram of the residuals is shown in figure 3-28. It is worth noting that the error of the formula proposed could be assumed to have a normal distribution $\varepsilon \sim \mathcal{N}(0.588, 3.941^2)$, whereas a generalized extreme value distribution provides a better fit to the PDF of the residuals obtained with the IEC formula. Besides, the mean of the generalized distribution (7.824 dB) is almost as big as the 95.45% confidence interval of the normal distribution (7.882 dB $\sim$ factor of 2.478).

Figure 3-28: Residuals obtained from the difference between the peak-values of the magnetic field strength computed in the case studies and the values calculated with the formula. (a) Considering the current of the first positive stroke ($I_0 = 200$ kA). (b) Initially converting the peak-values into decibels.

One could argue that the comparison is not fair because the IEC standard considers that the lightning channel could be attached to any of the corners, and therefore, the distribution of the peak-values is identical in the four quadrants. Nevertheless, even when comparing the results only in the first quadrant ($x \leq \frac{\text{length}}{2}, y \leq \frac{\text{width}}{2}$)
Figure 3-29: Scatter plot of the peak-values of the magnetic field strength computed in the case studies versus the values calculated with the formulas, considering $I_0 = 200$ kA. (a) IEC formula. (b) Improved formula.

there is still a high error. As shown in figure 3-29, the IEC formula tends mostly to overestimate the magnetic field strength.

Although the improvement in terms of accuracy is clear, the main advantage of the formula in (3.7) is the visualization of the distribution of the peak-values inside grid-like shields. The distribution of the peak-values in figure 3-30 is comparable to the distribution of the peak-values in figure 3-23, even if the values calculated are not quite precise. Altogether, the formula proposed is an acceptable alternative to full-wave simulations. Certainly, it is more complex than the IEC formula. Yet, it is still sufficiently straightforward for engineering applications.

### 3.3.4 Machine learning approach

To reduce the amount of computational resources without compromising the accuracy of the results, we could adopt a more sophisticated approach. The error of the formula in (3.7) seems reasonable until we compare it to the prediction error of ML algorithms. To illustrate, let us consider a dataset built from the variables defined in (3.7) and the fields computed at the 11 horizontal surfaces in dB. We split the dataset into five groups to train and validate three simple ML algorithms: a feed-forward neural network, a fine regression tree, and a bagged tree. The prediction error is evaluated as the combination of the prediction errors over the five rounds of a five-fold cross-
Figure 3-30: Peak-values of the magnetic field strength calculated with the improved formula inside B1, considering $I_0 = 200$ kA. (a) At 1 m from the roof. (b) At 3 m from the roof. (c) At 5 m from the roof.

Even with a relatively small dataset, the superiority of the ML algorithms is clear. Nevertheless, it does not necessarily mean that ML is the best way to estimate the magnetic field strength inside grid-like shields. The choice of the approach would depend on the indicators used to measure the performance of the models and the availability of the resources. A drawback perhaps of ML for industrial applications, is that the final user may require access to the training dataset and a specific system configuration to make predictions.
Figure 3-31: Scatter plot of the peak-values of the magnetic field strength computed in the case studies versus the values predicted with ML models, considering $I_0 = 200$ kA. (a) Feed-forward neural network. (b) Regression tree. (c) Bagged tree.

### 3.4 Correction factor

The distribution of the peak-values of the magnetic field strength inside a single-layer grid-like shield can be estimated with either a full-wave simulation, the IEC formula in (3.2), the improved formula in (3.7), or an ML algorithm. Now, we can move on to calculating a correction factor to adjust the estimated values.

#### 3.4.1 Experimental design

To build the model to calculate a correction factor, we consider modifications to the geometrical configuration of the grid-like shields. The variables that are taken into
Table 3.7: Prediction error of the ML algorithms compared to the error calculated for the formulas.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE (dBA/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEC formula</td>
<td>15.264</td>
</tr>
<tr>
<td>Improved formula</td>
<td>3.984</td>
</tr>
<tr>
<td>Feed-forward neural network</td>
<td>1.684</td>
</tr>
<tr>
<td>• 3 hidden layers</td>
<td></td>
</tr>
<tr>
<td>Bagged tree</td>
<td>1.036</td>
</tr>
<tr>
<td>• Minimum leaf size: 8</td>
<td></td>
</tr>
<tr>
<td>• Learners: 30</td>
<td></td>
</tr>
<tr>
<td>Regression tree</td>
<td>0.818</td>
</tr>
<tr>
<td>• Minimum leaf size: 4</td>
<td></td>
</tr>
</tbody>
</table>

account and the ranges within they are varied are presented in table 3.8. Because of the proportionality we observed in section 3.2, the distances are given as a multiple of the mesh size. The latter means that when \( x_4 \) is equal to 0.5, the actual distance between the layers is equal to half the mesh size \((0.5x_1)\), and when \( x_5 \) is equal to 1, the distance between the hoops interconnecting the layers is equal to the mesh size \((x_1)\). One could define the distances differently and continue with the same line of reasoning.

A full factorial design for five variables would be suboptimal if we want to consider different grid-like shields. Thus, to limit the number of simulations, we define a Box–Behnken design with a single central point. A Box–Behnken design for five factors results in ten blocks with two factors varying simultaneously, for a total of 41 combinations, including the central point. In the design, the distance between the layers \((x_4)\) and between the hoops \((x_5)\) is set to 0 m when there is a single layer. Consequently, four experiments become the same, which reduces the number of runs from 41 to 38.

The full-wave simulation of each of the 38 resulting runs is carried out using TEMSI-FD in shields B1 to B4 (see table 3.5), for a total of 152 simulations. The numerical model of the electromagnetic environment and the points of observation
Table 3.8: Ranges within the characteristics of the grid-like shield are varied.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size</td>
<td>( x_1 )</td>
</tr>
<tr>
<td>Radius of the rebars</td>
<td>( x_2 )</td>
</tr>
<tr>
<td>Number of layers</td>
<td>( x_3 )</td>
</tr>
<tr>
<td>Distance between the layers as a multiple of the mesh size</td>
<td>( x_4 )</td>
</tr>
<tr>
<td>Distance between the hoops as a multiple of the mesh size</td>
<td>( x_5 )</td>
</tr>
</tbody>
</table>

*Note:* The distances vary within the given ranges when there are at least two layers, otherwise they are set to zero.

remain as described in section 3.3.2. Then, for each run, the peak-values of the magnetic field strength computed with the modified shield are divided by the peak-values of the magnetic field strength computed with the reference shield. Moreover, for 38 variations in the grid-like shield, we obtain the effect it produces on the peak-values with respect to the reference shield on 44 surfaces, 11 by building. From the surfaces, we consider only the values at points inside the safety volume, which depends on the mesh size and the number of layers. We convert the values into dB and regroup them by run.

Figure 3-32 shows that even when regrouping the results by shield, the values by run vary considerably. Since the variations are hardly ever lower than 1 dB by run, we fit a normal distribution to the quantified effect. We use the means of the fitted distributions to build a sparse PCE and the standard deviations to estimate the uncertainty of the model.

### 3.4.2 Sparse PCE and global sensitivity analysis

Let us assume that the mean of the normal distribution fitted to the effect of the variations in the peak-values is the output random variable. If we consider the five factors of the Box–Behnken design as input random variables with a uniform distribution, we can build up the basis of a PCE from the Legendre polynomials \( P_\alpha(x) \). The family of Legendre polynomials is obtained when the input vector \( X \) has a uniform
Figure 3-32: Effect on the peak-values of the magnetic field strength calculated in the first run of the experimental design with $x_1 = 10$ cm, $x_2 = 1$ mm, $x_3 = 2$, $x_4 = 1$, and $x_5 = 4$. (a) Regrouped results and their fitted normal distribution. (b) Results in B1. (c) Results in B2. (d) Results in B3. (e) Results in B4.

distribution over $[-1, 1]$. Thus, an isoprobabilistic transform $X = T(\xi)$ is necessary
to reduce the input variables:

\[ x_i = \frac{a_i + b_i}{2} + \frac{b_i - a_i}{2} \times \xi_i, \quad \xi_i \sim \mathcal{U}(-1, 1), \tag{3.8} \]

where \( a_i \) and \( b_i \) are the lower and the upper limits, respectively, defined for each input variable in table 3.8. To transform \( x_4 \) and \( x_5 \) into standard uniform variables, their lower limit is set to 0 because the distances are non-existent when there is only one layer (\( x_3 = 1 \)). Thus, \( \xi_4 = x_4 - 1 \) and \( \xi_5 = \frac{2x_5 - 8}{8} \).

Accordingly, a multivariate polynomial of the basis reads

\[ \Psi_a(\xi_1, \ldots, \xi_M) = \prod_{i=1}^{M} \sqrt{2\alpha_i + 1} \times P_{\alpha_i}(\xi_i), \tag{3.9} \]

where \( P_{\alpha_i} \) is the univariate Legendre polynomial of degree \( \alpha_i \) and \( |\alpha| = \sum_{i=1}^{M} \alpha_i \) is the degree of the multivariate polynomial.

Since we only have 38 runs to compute the coefficients of the multivariate polynomials forming the basis, we could use a second-order standard truncation scheme or find a sparse expansion as proposed in [108]. We continue with the last option. Using UQLab [120], we apply an adaptive algorithm based on least angle regression to identify the optimal basis from a fourth-order truncation scheme and compute the coefficients. The significant terms of the basis and their associated coefficients are listed in table 3.9. Moreover, the correction factor \((CF)\) to adjust the peak-values of the magnetic field strength can be calculated as follows:

\[
\hat{Y} = \mathcal{M}^{PC}(\xi_1, \xi_2, \xi_3, \xi_4, \xi_5) = \sum_{j=0}^{17} y_j \times \Psi_j \\
= 0.261 + \ldots + 1.971 \left( 5\xi_1^3 \times \xi_3 - 3\xi_1 \times \xi_3 \right),
\tag{3.10}
\]

\[
CF = 10^{\frac{\hat{Y}}{20}}, \tag{3.11}
\]

In (3.10), the effect of the modifications on the geometrical configuration of grid-like shields is approximated by an 18-term polynomial series expansion. Note that the
Table 3.9: Base and coefficients of the sparse PCE in (3.10)

<table>
<thead>
<tr>
<th>( j )</th>
<th>( \alpha )</th>
<th>( y_\alpha \equiv y_j )</th>
<th>( \Psi_\alpha \equiv \Psi_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>[0,0,0,0,0]</td>
<td>0.261</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>[0,0,1,0,0]</td>
<td>-0.666</td>
<td>( \sqrt{3} \times \xi_4 )</td>
</tr>
<tr>
<td>2</td>
<td>[0,1,0,0,0]</td>
<td>-2.212</td>
<td>( \sqrt{3} \times \xi_3 )</td>
</tr>
<tr>
<td>3</td>
<td>[0,1,0,0,0]</td>
<td>-2.259</td>
<td>( \sqrt{3} \times \xi_2 )</td>
</tr>
<tr>
<td>4</td>
<td>[1,0,0,0,0]</td>
<td>6.282</td>
<td>( \sqrt{3} \times \xi_1 )</td>
</tr>
<tr>
<td>5</td>
<td>[2,0,0,0,0]</td>
<td>-1.691</td>
<td>( \sqrt{5} \times (3 \xi_4^2 - 1) )</td>
</tr>
<tr>
<td>6</td>
<td>[1,1,0,0,0]</td>
<td>1.297</td>
<td>( 3 \xi_1 \times \xi_2 )</td>
</tr>
<tr>
<td>7</td>
<td>[0,0,3,0,0]</td>
<td>-3.379</td>
<td>( \sqrt{7} \times (5 \xi_3^3 - 3 \xi_3) )</td>
</tr>
<tr>
<td>8</td>
<td>[0,3,0,0,0]</td>
<td>-0.466</td>
<td>( \sqrt{7} \times (5 \xi_3^3 - 3 \xi_2) )</td>
</tr>
<tr>
<td>9</td>
<td>[3,0,0,0,0]</td>
<td>3.077</td>
<td>( \sqrt{7} \times (5 \xi_3^3 - 3 \xi_1) )</td>
</tr>
<tr>
<td>10</td>
<td>[0,1,0,2,0]</td>
<td>0.369</td>
<td>( \sqrt{11} \times (3 \xi_2 \times \xi_4^3 - \xi_2) )</td>
</tr>
<tr>
<td>11</td>
<td>[0,1,2,0,0]</td>
<td>0.240</td>
<td>( \sqrt{11} \times (3 \xi_2 \times \xi_4^3 - \xi_2) )</td>
</tr>
<tr>
<td>12</td>
<td>[1,2,0,0,0]</td>
<td>0.281</td>
<td>( \sqrt{11} \times (3 \xi_1 \times \xi_4^2 - \xi_1) )</td>
</tr>
<tr>
<td>13</td>
<td>[2,1,0,0,0]</td>
<td>-0.836</td>
<td>( \sqrt{11} \times (3 \xi_1 \times \xi_4^2 - \xi_2) )</td>
</tr>
<tr>
<td>14</td>
<td>[0,0,4,0,0]</td>
<td>-0.900</td>
<td>( \frac{3}{8} (35 \xi_4^4 - 30 \xi_4^2 + 3) )</td>
</tr>
<tr>
<td>15</td>
<td>[4,0,0,0,0]</td>
<td>-0.977</td>
<td>( \frac{3}{8} (35 \xi_4^4 - 30 \xi_4^2 + 3) )</td>
</tr>
<tr>
<td>16</td>
<td>[1,3,0,0,0]</td>
<td>0.385</td>
<td>( \sqrt{21} \times (5 \xi_1 \times \xi_4^3 - 3 \xi_1 \times \xi_2) )</td>
</tr>
<tr>
<td>17</td>
<td>[3,0,1,0,0]</td>
<td>0.860</td>
<td>( \sqrt{21} \times (5 \xi_1 \times \xi_4^3 - 3 \xi_1 \times \xi_3) )</td>
</tr>
</tbody>
</table>

sparse PCE was built from the effect on the peak-values with respect to the reference shield. Nevertheless, one could use the correction factor to adjust the peak-values estimated with a different grid-like shield if its characteristics are within the ranges defined in table 3.8. The performance of the sparse PCE is shown in figure 3-33.

To perform a global sensitivity analysis, we can analytically calculate the Sobol’ indices from the coefficients of the sparse PCE. The first-order and the total indices are shown in figure 3-34. As expected, the variance of the quantified effects is mostly influenced by the mesh size and the number of layers. And, in accordance with [92] and the parametric study in section 3.2, the effect of the number of hoops interconnecting the layers is negligible. Definitely, the number of layers must be considered in the models to calculate the shielding effectiveness provided by reinforced concrete. Disregarding an extra layer could lead to overestimating the magnetic field by a factor
up to 6, which may result in costly protection measures.

Since the first-order indices account for most of the contributions to the total variance, we could reduce the number of terms of the sparse PCE by disregarding the effect of the interaction. If the contribution of each variable is considered separately, a fair estimation of the correction factor might still be obtained. Yet, considering the higher-order terms is essential in some cases. For example, figure 3-35 shows that when the mesh size decreases, the influence of the radius of the rebars becomes significant. On the other hand, the distance between the layers does not seem to affect the effect of adding an extra layer.

### 3.4.3 Uncertainty quantification

The sparse PCE to predict the effect on peak-values ($\hat{Y}$) was built from the means of the normal distributions fitted to the results of the 38 runs in the experimental design. Thus, even though the RMSE and the leave-one-out error ($E_{LOO}$) are small (see figure 3-33), there could be an important error on the $CF$ calculated to adjust the values at an arbitrary point. Certainly, there is a local error in the PCE predictions associated with the deviation of each effect from the mean of the fitted distribution. We induced that error by disregarding the dependence of the effect on the dimensions of the building and the position of the point of interest. In addition, there is an
error associated with the uncertainties in the input variables, which come from the idealization of the buildings in the computation model. Those uncertainties are not considered in this work.

Aiming to estimate a confidence interval for the predictions of the sparse PCE, we start by generating a set of alternative results to the modifications on the geometrical configuration of the grid-like shields considered in the experimental design. Based on the Bootstrap-PCE technique in [124], we use a Monte Carlo method to draw 200 samples from each of the 38 fitted normal distributions. The combination of the 200 samples from the normal distribution creates a set of slightly different quantified effects for each run. The authors in [124] drew 100 samples, yet, found that as long as
a minimum of 20 samples was provided, the algorithm was weakly dependent on the number of bootstrap replications. With the set of 200 alternative results, we compute the coefficients of 200 different sparse PCEs, all of them with the basis of the original PCE.

Then, to estimate the local error of the original PCE, we create 1000 input vectors, different from the ones considered in the experimental design. Each vector corresponds to an alternative modification of the grid-like shield. To create the input vectors, we use again a Monte Carlo method to draw 1000 samples from the input variables within the ranges defined in table 3.8, making sure that $x_3$ is an integer and $x_4 = x_5 = 0$ when $x_3 = 1$. Generally, a few hundred samples are sufficient to estimate the basic shape of a PDF [125].

Finally, the original PCE and the 200 alternative PCEs are evaluated at the 1000 input vectors. The predictions of the original PCE are considered as the reference and subtracted from the predictions of the alternative PCEs. The resulting set of residuals gives us an idea of the deviation we may obtain from the predictions of the original PCE (see figure 3-36). However, since there is already an error on the predictions of the original PCE, we take the 38 residuals calculated as the difference between the prediction of the original PCE and the means of the fitted normal distributions. Then, to each of them, we add the set of 200 residuals. This leads to the histogram of residuals in figure 3-37. The figure shows that PDF of the error can be approximated as a normal distribution with mean $\mu = -0.164$ dB and standard deviation $\sigma = 1.894$ dB.

Again, although the sparse PCE was built from the effect on the peak-values with respect to the reference shield, it can be used to predict a correction factor to be applied to the peak-values estimated with a different grid-like shield. In that case, the error within the shield may increase because we would be calculating the effect on peak-values as the difference between two predictions: a prediction considering the characteristics of the shield we have and a prediction considering the characteristics of the shield of interest.

For example, to calculate the peak-values of the magnetic field strength inside the full-scale building described in [30], we could assume that the characteristics of its reinforcement correspond to the characteristics of the reference shield and apply the
formula in (3.7). Then, we could correct the values using the sparse PCE. At point $A (1.28, 1.28, 2.52)$ as defined in [30], the peak-value calculated for the first stroke with the formula in (3.7) is $71.795 \, \text{A/m}$. If we consider the configuration of the reinforcement defined as case B-5 in [30]: a simple-layered grid with meshes of 0.4 m and rebars with a radius of 9.6 mm, the sparse PCE would predict an increase of $7.958 \, \text{dB} + \varepsilon \sim \mathcal{N}(-0.164, 1.894^2)$. The corrected value at point $A$ would then be $71.795 \, \text{A/m} \times 2.453 = 176.113 \, \text{A/m}$ and the 95% confidence interval $(114.872, 269.949)$, excluding the error of the formula in (3.7). In case B-5, the peak-value computed by the authors in [30] at point $A$ was $167 \, \text{A/m}$. Note that their model included the columns, beams, and floors of the building.

Also, one could calculate a correction factor to adjust the available results, instead of applying the formula in (3.7). If we take the cases B1 and B3 considered in [94]: a single-layer and a double-layer grid-like shields with meshes of 30 cm and rebars with a radius of 1.4 mm, the sparse PCE would predict $12.335 \, \text{dB} + \varepsilon \sim \mathcal{N}(-0.164, 1.894^2)$ and $6.481 \, \text{dB} + \varepsilon \sim \mathcal{N}(-0.164, 1.894^2)$, respectively. Thus, the peak-values of the magnetic field inside the single-layer grid-like shield could be adjusted to take into account a second layer by adding $-5.854 \, \text{dB} + \varepsilon \sim \mathcal{N}(0, 2.679^2)$, which is in good agreement with the authors’ findings in [94]. They observed that adding a layer enhances the magnetic shielding by 4.9 dB experimentally, and by 7.3 dB in full-wave simulations.
Similarly, if we take the cases AI and AIII considered in [90]: a single-layer and a double-layer grid-like shields with meshes of 15 cm and rebars with a radius of 3 mm, the sparse PCE will predict $-0.053 \, \text{dB} + \varepsilon \sim \mathcal{N}(-0.164, 1.894^2)$ and $-12.021 \, \text{dB} + \varepsilon \sim \mathcal{N}(-0.164, 1.894^2)$, respectively. Thus, one could expect the second layer to improve the shielding by $11.968 \, \text{dB} + \varepsilon \sim \mathcal{N}(0, 2.679^2)$. The authors in [90] measured an improvement of 3–7 dB and later in [92] computed an average factor of about 2.6 ($\sim 8.3 \, \text{dB}$). The difference could be explained by the fact that in both the experimental setup in [90] and the computation model in [92], the ground was a highly conducting plane.

To conclude, there are different alternatives to calculate the peak-values of the magnetic field strength generated by a direct lightning strike inside grid-like shields. In this chapter, we proposed a variant of the IEC formula to calculate the distribution of the peak-values and a sparse PCE with 18 terms to account for modifications made to the geometrical configuration of the shield. The sparse PCE can be used to adjust the results of either the improved formula or another computational method. The modifications to the configuration of the shield include changes to the mesh size, the radius of the rebars, the number of layers, the distance between the layers, and the distance between the hoops.
Chapter 4

Electrical surges in underground cables due to a direct lightning strike

Now that we have different alternatives to calculate the peak-values of the magnetic field strength, we can move on to calculating the electrical surges in underground cables. We still do not know how the different components of the electromagnetic environment affect the surges; thus, we need to go back to the basis of our 3-D model and conduct a parametric study to evaluate the possibility of reducing its complexity. Then, as we did for the magnetic field, we will be able to collect data from the simulations and start building surrogate models.

4.1 Parametric study

4.1.1 Reference case

First, to study the surges resulting from a direct lightning strike in an industrial facility, a simplified case is defined: two reinforced concrete buildings facing each other, with a height of 20.25 m above the ground and a horizontal cross-sectional area of 20.25 m $\times$ 50.25 m. The dimensions include the thickness of the concrete. The external walls, the roof, and the foundation of the buildings are made up of a single-layered reinforcing grid. No internal walls, columns, or beams are considered.
The reinforcing grid has squared meshes of 50 cm × 50 cm and is embedded in 25 cm of concrete, which is modeled as a lossy dielectric material with a conductivity of 0.0052 S/m and a relative permittivity of 8.6. The rebars forming the grid have a radius of 1 cm, and their conductivity is set to $8.33 \times 10^6$ S/m. The foundations are buried at a depth of 5 m.

As shown in figure 4-1, a 100-meters reinforced concrete duct interconnects the buildings in the middle. The duct has a cross-sectional area of 3.25 m × 2.75 m and is positioned 50 cm above the foundations of the buildings. The single-layered reinforcing grid of the duct has a mesh size of 25 cm × 25 cm and is also embedded in 25 cm of concrete. Its rebars have the same conductivity but a radius of 8 mm.

Each of the buildings is surrounded by earth electrodes forming a ground ring at 1 m from its reinforcement. The rings are connected to a meshed grounding network with squared meshes of 20 m × 20 m. The conductors forming the grounding network are buried at a depth of 87.5 cm, have a radius of 7.5 mm, and are made of copper. Accordingly, their conductivity is set to $59.6 \times 10^6$ S/m. The reinforcement of the buildings is connected to the ground rings in each corner, as shown in figure 4-2. The soil is considered homogeneous with a relative permittivity of 10 and a resistivity of 100 Ω·m.

The equipotential bonding network inside the buildings consists of collective ground
Figure 4-2: Upper view of building B1 in the reference case.

conductors forming five rings, one by floor. The bonding rings are interconnected in the corners, as shown in figure 4-3. The ring on the first floor is also connected to the reinforcement of the building in the corners and thus, directly to the earth-termination system. The distance between the reinforcement of the building and the rings is set to 75 cm.

Two conductors are running in parallel in the duct, as shown in figure 4-4. One is an insulated conductor loaded with 50 Ω at both ends, and the other is a bare copper conductor. The distance between the conductors is set to 50 cm. The insulated conductor, which represents a low-voltage (LV) cable used for electricity supply, has an overall radius of 3.4 mm with an insulation thickness of 1.6 mm. The bare conductor has a radius of 7.67 mm. It represents a protective conductor but can also be seen as the metallic screen of a shielded cable grounded at both ends.

Inside the buildings, the conductors are connected to the bonding rings on the fifth floor, at 5.75 m from the reinforcement of the buildings on the x-axis. Each conductor is divided into nine segments named S1 to S9. Segments S1 to S4 are the ones inside the building struck by lightning (B1), segment S5 is inside the duct, and segments S6 to S9 are inside the other building (B2). The currents are computed in the middle of each segment. Figure 4-3 shows a detailed view of the path the conductors follow inside B1.
As in chapter 3, the lightning channel is modeled as a monopole antenna by a vertical lossy wire, excited at its base by a lumped current source and connected at the top end to a PML [51]. The channel is attached to the center of the roof. Aiming to conduct the study in the frequency domain, the current waveform is also defined as a Gaussian function covering a frequency range from 0 Hz to 1 MHz.

Using TEMSI-FD [56], a non-uniform grid is implemented with cells varying from
25 cm to 2.5 m. The simulation is run up to 50 μs, and then the MPM is applied
to extrapolate the results. The currents computed in all the segments are shown in
figure 4-5. Note that they are normalized to the source, i.e., divided by the spectrum
of the Gaussian pulse.

![Figure 4-5: Currents computed in the reference case. (a) Insulated conductor. (b) Bare conductor](image)

We saw the advantages of applying the MPM in section 2.2.2. To reduce the com-
putation time, it is also preferable to continue using a Gaussian pulse. Nevertheless,
however, it is important to note that calculating the currents in the time domain from the
currents computed using a Gaussian pulse is not always straightforward. There are
different parameters, such as the number of poles, that can influence the accuracy
of the extrapolation. The process generally leads to comparable results; yet, when
verifying, we did sometimes observe differences in the decay time (see e.g. figure 4-6).

![Figure 4-6: Current calculated for the first positive stroke in segment S1 of the
insulated conductor.](image)
Even in a simplified case such as the reference case, a small variation in the geometry could intensify the surges resulting from a direct lightning strike. Thus, we decided to divide the parametric study into two parts. First, we focus on parameters that are rarely mentioned in lightning protection standards to define a worst-case scenario. Then, the worst-case scenario becomes the new reference case, and we conduct a more generalized study.

4.1.2 First part: Routing, bonding, and grounding

Electrical surges are induced in cables by the transient electromagnetic field and the ground potential rise generated by a lightning strike. Nevertheless, during a direct strike, surges can also be induced by the coupling of the cables to different structures, and by a partial lightning current entering the conductors via their grounding. Hence, the phenomenon is strongly dependent on the impedance of the lines, the conductor routing, and the connections to the bonding network.

Since there are hundreds of cables following different paths in an industrial facility, to estimate the lightning-induced surges, the cables are often considered to be grounded at the entrance to the buildings. By doing so, the uncertainty associated with the cable routing and the bonding network is disregarded. Therefore, the results of the numerical model can be applied to a larger set of arrangements in the facility.

If the conductors in the reference case are connected to the reinforcement at the entrance to the buildings, instead of being connected to the bonding rings, the currents rise significantly. In addition, the resonances are no longer present below 1 MHz. Figure 4-7 shows that the current increases in the insulated conductor, even if it is only the bare conductor that is grounded at the entrance. Moreover, grounding the conductors at the entrance to the buildings appears to be an important overestimation, and one wonders: considering just the influence of the cable routing and the configuration of the earth-termination system, would those currents be representative of a worst-case scenario?

To address the question, we conduct a study on seven parameters: the routing inside the buildings, the configuration of the bonding network, the configuration of the grounding network, the soil resistivity, the characteristics of concrete, the striking
Routing inside the buildings

As we saw in the previous chapter, the transient electromagnetic field generated by a direct lightning strike inside the building varies with the distance to the walls, the roof, and the foundation. Thus, the surges are expected to vary if the cable routing is changed. To confirm, first, we tried moving the conductors closer to the walls but keeping them connected to the same bonding ring. Then, we tried connecting the conductors to different bonding rings. Figures 4-8 and 4-9 show the results of the following cases:

Case A: Inside B1, the conductors are moved 4 m closer to the wall on the $x$-axis.

Case B: Inside B1, the conductors are moved 5 m further away from the wall on the $x$-axis.

Case C: Inside B2, the conductors are moved 5 m further away from the wall on the $x$-axis.

Case D: Inside B1, the conductors are connected to the bonding ring on the third floor.
Case E: Inside B1, the conductors are connected to the bonding ring on the first floor.

Case F: Inside B2, the conductors are connected to the bonding ring on the third floor.

Case G: Inside B2, the conductors are connected to the bonding ring on the first floor.

Figure 4-8: Currents computed in segment S1 when the conductors are moved on the x-axis inside B1. (a) Insulated conductor. (b) Bare conductor.

Figure 4-9: Currents computed in segment S1 when the conductors are connected to different bonding rings inside B1. (a) Insulated conductor. (b) Bare conductor.

The figures show that significant variations are only observed when connecting the conductors to different bonding rings. As long as the conductors are relatively far
from the walls, the effect of changing the routing on the horizontal plane is negligible. On the other hand, when the connection to the bonding network is moved away from the roof, the effect is noticeable at both low frequency and at the frequency of the first resonance. At low frequency, the induced currents increase when the length of the conductors and thus their impedance is reduced. The highest currents are observed when the conductors are connected to the bonding ring on the first floor of B1. At the frequency of the first resonance, the currents decrease when the connection inside B1 is close to the foundation, but increase when the connection inside B2 is close to the foundation. The highest currents are observed when the conductors are connected to the bonding ring on the first floor of B2.

**Configuration of the bonding network**

Since the bonding rings are interconnected in the corners and the lightning channel is attached to the center of the roof, the effect of changing the routing is probably reduced. Moreover, we tried interconnecting the bonding rings only in one corner and modifying the number of connections from the bonding network to the reinforcement of the building. By forcing the current to take a single path to flow to earth, the position of the connection of the conductors to the bonding network gains influence. Figures 4-10 and 4-11 show the results of the following cases:

Case A: Interconnection of the bonding rings in corner C11, which is the closest corner to the connection of the conductors to the bonding network inside B1.

Case B: Interconnection of the bonding rings in corner C12, the corner adjacent to C11 on the $x$-axis.

Case C: Interconnection of the bonding rings in corner C21, which is the closest corner to the connection of the conductors to the bonding network inside B2.

Case D: Interconnection of the bonding rings in corner C22, the corner adjacent to C21 on the $x$-axis.

Case E: Interconnection of the bonding network and the reinforcement of B1 in C11.

Case F: Interconnection of the bonding network and the reinforcement of B1 in C12.
Case G: Interconnection of the bonding network and the reinforcement of B1 in the corners and in the middle of the edges.

Case H: No connections between the bonding network and the reinforcement of B1.

Case I: No connections between the bonding network and the reinforcement of B2.

Figure 4-10: Currents computed in segment S1 when reducing the number of connections between the bonding rings. (a) Insulated conductor. (b) Bare conductor.

Figure 4-11: Currents computed in segment S1 when changing the connections between the bonding network and the reinforcement of the buildings. (a) Insulated conductor. (b) Bare conductor.

It can be observed that when the bonding rings are connected once, rather than at each corner, the frequency of the first resonance is shifted because the length of the path to earth is changed. Additionally, since the currents collected converge to
one point, the coupling between the rings and the conductors is stronger in some cases. Reducing the number of connections between the bonding network and the reinforcement of the buildings has almost no effect other than shifting the frequency of the first resonance. An important decrease is observed when there are no connections, but there is always at least one to prevent potential differences.

**Configuration of the grounding network**

As with the configuration of the bonding network, changing the number of connections to the grounding network can also force the currents to take a different path. However, since the foundation of the building also provides a path for the currents to flow to earth, a shift in the frequency of the first resonance is hardly noticeable. Figure 4-12 shows the results of the following cases:

- **Case A:** Interconnection of the reinforcement of B1 and the ground ring in C11.
- **Case B:** Interconnection of the reinforcement of B1 and the ground ring in C12.
- **Case C:** Interconnection of the reinforcement of B1 and the ground ring every 10 m.
- **Case D:** No connections between the reinforcement of B1 and the ground ring.
- **Case E:** No connections between the reinforcement of B2 and the ground ring.

Naturally, the currents increase if the building struck by lightning is not connected to the grounding network. But once again, there is always at least one connection. The analysis is then similar to the one made for the interconnection of the bonding rings: the coupling can be stronger if the number of connections is reduced and placed close to the path of the conductors inside the building.

In general, the earth electrodes forming the ground rings and the meshed grounding network are buried at a depth of approximately 1 m. As shown in figure 4-13, small variations in the depth have a minor effect on the currents. The currents increase slightly at low frequency when the electrodes approach the surface, perhaps because the coupling between the grounding network and the reinforcement of the other structures is stronger.
Figure 4-12: Currents computed in segment S1 when changing the connections between the grounding network and the reinforcement of the buildings. (a) Insulated conductor. (b) Bare conductor.

Figure 4-13: Currents computed in segment S1 when changing the depth of the ground rings and the grounding network. (a) Insulated conductor. (b) Bare conductor.

Depending on the part of the facility, the mesh size of the grounding network can be enlarged, or even limited to a single connection between the ground rings. The smaller the mesh size, the lower the impedance of the network and the potential differences between buildings. Hence, the highest currents are expected when there is not a meshed grounding network, only the ground rings with a single connection between them. Figure 4-14 shows that the differences are significant. An increase in the earth impedance may lead to a higher current flowing through the duct, and therefore, to a stronger coupling to the conductors routing inside.
Figure 4-14: Currents computed in segment S1 for different topologies of the grounding network. (a) Insulated conductor. (b) Bare conductor.

**Soil resistivity**

The earth impedance depends on both the configuration of the earth-termination system and the soil resistivity. The higher the resistivity ($\rho$), the higher the earth impedance. Thus, as expected, figure 4-15 shows that the currents induced in the conductors also increase when the resistivity increases.

Figure 4-15: Currents computed in segment S1 when changing the soil resistivity. (a) Insulated conductor. (b) Bare conductor.
Characteristics of the concrete

Since the foundations of the buildings are also part of the earth-termination system, but they are not in direct contact with the soil, the moisture content of the concrete and its thickness could also influence the results.

We already know that the concrete does not affect the magnetic field generated inside the building by a direct lightning strike. Figure 4-16 shows that the effect of varying its moisture content on the induced currents can also be neglected. On the contrary, increasing the distance from the reinforcement to the surface leads to significant changes. Figure 4-17 shows the results of the following cases:

Case A: The concrete is not modeled.

Case B: 25 cm of concrete are added between the reinforcement of the buildings and the surface.

Case C: 25 cm of concrete are added between the reinforcement of the duct and the surface.

![Figure 4-16: Currents computed in segment S1 when changing the moisture content of the concrete. (a) Insulated conductor. (b) Bare conductor.](image)

The smaller the distance between the surface and the reinforcement, the higher the currents. For instance, a significant rise is observed at low frequency when the concrete is not modeled. Yet, the effect of increasing the thickness of the concrete around the buried rebars is also negligible. If we look at the concrete as an insulating
Figure 4-17: Currents computed in segment S1 when changing the distance between the reinforcement and the surface. (a) Insulated conductor. (b) Bare conductor.

As stated previously, the symmetry of the configuration and the attachment of the channel to the center of the roof can reduce the effect of the routing. It can be observed in figure 4-18 that if the building is struck in corner C11 or C12, the currents rise significantly at low frequency. The rise is expected because C11 is the closest corner to the interconnection of the conductors and the bonding system and C12 is one of the closest corners to the duct. Nevertheless, it appears that the symmetry strengthens the resonances because at the frequency of the first resonance the highest currents are observed in the reference case.

Position of the duct

When a building is struck by lightning, the highest currents flow to earth through the rebars located in the vertical edges. One could assume that those partial currents are equal if the lightning channel is attached to the center of the roof. However, the distribution of the currents in the reinforcement is affected by its connection to
other conductive components in the facility, such as the reinforced concrete ducts. Similarly, the portion of the lightning current that flows through a duct is affected by its distance to the vertical edges. Figure 4-19 shows the results of the following cases:

Case A: The distance between the duct and the vertical edges in corners C12 and C21 is reduced to 1 m on the $y$-axis.

Case B: The distance between the duct and the vertical edges in corners C12 and C21 is reduced to 12 m on the $y$-axis.

Case C: The distance between the duct and the vertical edges in corners C12 and C21 is reduced to 1 m on the $y$-axis and the lightning channel is attached to corner C12.

Case D: The distance between the duct and the vertical edges in corners C12 and C21 is reduced to 12 m on the $y$-axis and the lightning channel is attached to corner C12.

It can be observed that the closer the duct is to the edges and to the striking point, the higher the currents. Additionally, changing the position of the duct also changes the path the conductors follow inside the building; thus, at low frequency, the highest currents are obtained in case C because of the proximity of segment S4.
Figure 4-19: Currents computed in segment S1 when the duct is positioned closer to the edge. (a) Insulated conductor. (b) Bare conductor.

to the rebars in the edge. At the frequency of the first resonance, the values are still lower than in the reference case.

Worst-case scenarios

To summarize, the magnitude of the surges generated by a direct lightning strike depends on the configuration of the industrial facility. Aiming to define a worst-case scenario, a study was conducted on parameters associated with the cable routing and the configuration of the earth-termination system. The idea is to compare the currents computed in the worst-case scenario to the currents computed when the conductors are grounded at the entrance to the buildings.

The parametric study showed that it is essential to be as precise as possible when it comes to modeling the concrete and the number of connections between the ground rings. Adding concrete between the reinforcement and the surface leads to an important attenuation of the surges at low frequency. A grounding network with a bigger mesh size or a single connection between the ground rings leads to a higher earth impedance.

Regarding the influence of the other parameters, their effect depends on the position of different elements. Table 4.1 shows the cases in which the highest currents were obtained. Based on these results, two worst-case scenarios are defined, the first
to maximize the induced currents for slow excitations and the second to intensify the resonances. The differences between the reference case and the scenarios are described in table 4.2.

Table 4.1: Highest normalized currents observed for each parameter in segment S1.

<table>
<thead>
<tr>
<th>Description</th>
<th>Current in the insulated conductor (dB)</th>
<th>Current in the bare conductor (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 kHz  First resonance 10 kHz First</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>- 95.50 - 45.99 - 74.13 - 41.08</td>
<td></td>
</tr>
<tr>
<td>Conductors connected to the bonding ring on the first floor of B1</td>
<td>+ 4.45 – 19.51 + 5.07 – 19.08</td>
<td></td>
</tr>
<tr>
<td>Conductors connected to the bonding ring on the first floor of B2</td>
<td>- 2.24 + 0.50 – 1.10 + 0.55</td>
<td></td>
</tr>
<tr>
<td>Interconnection of the bonding rings inside B2 in corner C22</td>
<td>+ 1.17 + 0.96 + 1.10 + 0.34</td>
<td></td>
</tr>
<tr>
<td>Interconnection of the bonding network and the reinforcement of B1 in C12</td>
<td>+ 0.66 + 1.36 + 0.60 + 1.09</td>
<td></td>
</tr>
<tr>
<td>Interconnection of the reinforcement of B1 and the ground ring in C11</td>
<td>+ 5.31 – 0.16 + 4.58 – 0.17</td>
<td></td>
</tr>
<tr>
<td>One connection between the ground rings</td>
<td>+ 9.40 + 0.09 + 8.53 + 0.08</td>
<td></td>
</tr>
<tr>
<td>Strike in corner C11</td>
<td>+ 6.69 – 12.87 + 6.08 – 12.66</td>
<td></td>
</tr>
<tr>
<td>Duct at 1 m from the edge and strike in corner C12</td>
<td>+ 8.36 – 11.74 + 7.89 – 5.78</td>
<td></td>
</tr>
</tbody>
</table>

The currents computed in the worst-case scenarios are shown in figure 4-20. As expected, they are higher than the currents computed in the reference case. Yet, it can be observed that the increase obtained when grounding the conductors at the entrance to the buildings no longer appears to be an important overestimation. At low frequency, the currents computed with or without the conductors grounded at the entrance are comparable. Hence, as long as the grounding network is modeled
Table 4.2: Differences between the reference case and the worst-case scenarios.

<table>
<thead>
<tr>
<th>First scenario</th>
<th>Second scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Routing</strong></td>
<td></td>
</tr>
<tr>
<td>The conductors are connected to the bonding ring on the first floor, 1 m away from the reinforcement of the buildings. Inside B2, the connection is close to C21 to reduce the cable length.</td>
<td>Inside B1, the connection is close to C11 to reduce the coupling between the conductors and the bonding network.</td>
</tr>
<tr>
<td>Inside B1, the connection is close to C11 to strengthen the coupling between the conductors and the bonding network.</td>
<td>Inside B1, the connection is close to C12.</td>
</tr>
<tr>
<td><strong>Bonding network</strong></td>
<td></td>
</tr>
<tr>
<td>Inside B1, the bonding rings are interconnected in corner C12.</td>
<td></td>
</tr>
<tr>
<td>The bonding network is connected to the reinforcement of B1 in C11.</td>
<td>The bonding network is connected to the reinforcement of B1 in C12.</td>
</tr>
<tr>
<td><strong>Grounding network</strong></td>
<td></td>
</tr>
<tr>
<td>There is a single connection between the ground rings instead of a meshed grounding network.</td>
<td></td>
</tr>
<tr>
<td>The reinforcement of B1 is connected to the ground ring in C11.</td>
<td>The reinforcement of B1 to the ground ring in C12.</td>
</tr>
<tr>
<td><strong>Striking point</strong></td>
<td></td>
</tr>
<tr>
<td>Corner C12.</td>
<td></td>
</tr>
<tr>
<td><strong>Position of the duct</strong></td>
<td></td>
</tr>
<tr>
<td>The distance to the edge is reduced to 1 m.</td>
<td></td>
</tr>
</tbody>
</table>

appropriately, one could get a good idea of the currents expected in the worst-case scenarios by grounding the conductors at the entrance to the buildings. It would reduce the complexity of the model and the number of parameters to be taken into account to estimate the surges. For example, figure 4-21 shows that when the conductors are grounded at the entrance, the number and the position of connections between the ground rings and the reinforcement of buildings have a negligible effect on the results.

However, when the conductors are grounded at the entrance to the buildings, the first resonance is shifted towards a higher frequency and its magnitude is reduced. Thus, the resonant behavior of the currents is expected to decrease when computing the time response for a fast waveform. To confirm, the current in the worst-case
scenarios are calculated for the positive and the subsequent strokes (see figures 4-22 and 4-23). Note that to calculate the currents for the subsequent stroke, the simulations had to be repeated using a Gaussian pulse covering a 10 MHz bandwidth.

The waveforms of the currents calculated for the positive stroke are in good agreement, although the peak-values are higher when the conductors are grounded at the entrance to the buildings. On the contrary, the peak-values calculated for the subsequent stroke are in the same range, but the waveforms are quite different. Since this work is focused on estimating the peak-values of the surges resulting from a direct
lightning strike, we decided to continue the study with the conductors grounded at the entrance to the buildings and the configuration of the first worst-case scenario. This scenario is hereafter referred to as the new reference case.
4.1.3 Second part: Geometry of the structures and characteristics of the components

From the first part of the study, we now have one least complex model to estimate the peak-values of the surges in a worst-case scenario, and three parameters that we may still need to consider: the soil resistivity, the thickness of the concrete, and the position of the duct. An upper view of the model is shown in figure 4-24. Note that segments S2 to S4 and S6 to S8 no longer exist. Segment S5 is still inside the duct, and segments S1 and S9 are the ones connected to the reinforcement of the buildings.

We observed that the position of the duct had an important effect on the surges in the reference case, mainly because changing the position of the duct also changes the path the conductors follow inside the buildings. However, if the conductors are grounded at the entrance to the buildings in the new reference case, does it still have an effect? We repeated the simulations to verify. Figure 4-25 shows the results of the following cases:

Case A: The distance between the duct and the vertical edges in corners C12 and C21 is enlarged. The duct is now at 1 m from the edges in corners C14 and C23.

Case B: The duct is in the middle of B1. The distance between the duct and the vertical edge in corner C21 is still 1 m.

Case C: The duct is in the middle of B2. The distance between the duct and the vertical edge in corner C12 is still 1 m.

It can be observed that the position of the duct with respect to the edges of B2 is not relevant. On the other hand, the position of the duct with respect to the edges of B1 still affects the results. Also, the currents depend on more than the distance to the edges. In the new reference case, where the duct is at 1 m from the edge in corner C12, the currents increase faster with the frequency than in case A. Yet, in case A the currents are higher at low frequency. It could be explained by the fact that in case A the duct is closer to the electrode interconnecting the ground rings. To confirm, we define three additional cases, where the lightning channel is attached.
Figure 4-24: Upper view of the calculation model of the new reference case.

Figure 4-25: Currents computed in segment S1 when changing the position of the duct in the new reference case. (a) Insulated conductor. (b) Bare conductor.

to the center of the roof. The distance between the buildings is set to 50 m to reduce the computation time. The differences between the cases are the following:

Case A: The distance between the duct and the vertical edges in corners C12 and C21 is 12 m on the $y$-axis.

Case B: There are two ducts, each with an insulated and a bare conductor. Both ducts are at 12 m from a vertical edge on the $y$-axis, the first from the edge in corners C12 and C21 and the second from the edge in corners C14 and C23.
Case C: Once again, there are two ducts positioned at 12 m from a vertical edge, but each duct goes to a different building. The buildings all have the same dimensions.

Figure 4-26 shows an upper view of the calculation models and figure 4-27 shows the results. It can be observed that being closer to the electrode interconnecting the ground rings does not necessarily lead to a higher current at low frequency. A shorter distance between the second duct and the interconnection leads to a stronger coupling, and probably, a higher current passes by the duct to head to the electrode. But perhaps, a lower current actually flows through the second duct because there is an easier path to earth nearby. Anyhow, since the second duct provides another path for the current to flow, it makes sense to observe lower currents in cases $B$ and $C$. We must consider the number of ducts and their position with respect to the edges and striking point.

Moreover, observing variations between cases $B$ and $C$ and between the ducts is a little unexpected. One reason could be that when there are three buildings, a higher current flows through the ducts because the earth impedance is lower, and therefore, there is a stronger coupling to the conductors. In that case, instead of modeling the third building, one could increase the cross-sectional area of B2.
Figure 4-27: Currents computed in segment S1 in the cases defined to study the influence of the position of the duct. (a) Insulated conductor. (b) Bare conductor.

To continue with the study, we now go back to the new reference case. In this second part, we focus on parameters associated with the geometry of the structures and the characteristics of the components: the dimensions of the buildings, the distance between the buildings, the number of connections between the duct and the buildings, the geometrical configuration of the reinforcement, the load at the end of the insulated conductor, and the types of conductors.

**Dimensions of the buildings**

As a remainder, the reinforcement of the buildings has a cross-sectional area of 20 m × 50 m and a height of 25 m. Out of the 25 m, 20 m are above ground. To analyze the effect, we changed the dimensions of the reinforcement of each building independently. Figures 4-28 and 4-29 show the results of the following cases:

- **Case A**: The cross-sectional area is the same but the building is rotated 90°.
- **Case B**: The cross-sectional area is reduced to 10 m × 50 m.
- **Case C**: The cross-sectional area is reduced to 20 m × 25 m.
- **Case D**: The height is increased to 45 m but the foundation is still buried at a depth of 5 m.
Case E: The height is reduced to 10 m but the foundation is still buried at a depth of 5 m.

Case F: The height is increased to 30 m and the foundation is buried at a depth of 10 m.

Figure 4-28: Currents computed in segment S1 when changing the cross-sectional area of the buildings in the new reference case. (a) Insulated conductor. (b) Bare conductor.

Figure 4-29: Currents computed in segment S1 when changing the height of the buildings and the depth of the foundations in the new reference case. (a) Insulated conductor. (b) Bare conductor.

It can be observed that as long as the cross-sectional area remains constant, the variations are small. It is of course expected to observe slightly higher currents if the dimensions of B1 are reduced on the y-axis because, in that case, the duct is...
closer to the rebars in the edges. Regarding the height of the buildings and the depth of the foundations, it is interesting to see that they both play an important role. The currents are lower at low frequency if the foundations are buried deeper into the ground. Perhaps because the earthing is better, but it could also be because the foundations are just further away from the duct and therefore, there is less coupling. The currents are higher if B1 is shorter, probably because the duct is closer to the lightning channel. And the currents are also higher if B2 is taller, most likely because there are more rebars exposed to the electromagnetic field.

**Distance between the buildings**

A larger distance between the buildings means longer conductors. Thus, as expected, figure 4-30 shows that the frequency of the first resonance is shifted when the distance is changed. Also, the longer the conductors, the higher their impedance and therefore, the lower the current entering via their grounding. That explains why the highest current in the bare conductor is observed when the distance is reduced to 50 m. On the other hand, since the insulated conductor is loaded, the current in the conductor increases with its length. Probably, because the coupling between the conductor and the duct goes on. However, the current steepness in the duct is known to decrease with the distance to the building; hence, after a certain distance, the current induced in the conductor should stop increasing.

![Figure 4-30: Currents computed in segment S1 when changing the distance between the buildings in the new reference case. (a) Insulated conductor. (b) Bare conductor.](image-url)
Interconnection of the duct and the buildings

It is clear that the currents induced in the conductors depend on the current flowing through the duct, which depends on the characteristics of the duct itself and its connection to the buildings. We had assumed that the reinforcement of the duct was connected four times to the reinforcement of each building. However, the connection could be made by different means, and in some cases a good continuity is not guaranteed. Figure 4-31 shows the results of the following cases:

Case A: The reinforcement of the duct was connected twice to the reinforcement of each building. The connections are at the top corners.

Case B: The reinforcement of the duct is connected once at each end to the bare conductor, which is also connected to the reinforcement of the buildings.

Case C: There are no connections between the reinforcement of the duct and the reinforcement of the buildings.

Case D: The duct has no reinforcement.

Figure 4-31: Currents computed in segment S1 when changing the number of connections between the duct and the buildings in the new reference case. (a) Insulated conductor. (b) Bare conductor.

As expected, the currents rise significantly if we remove the reinforcement of the duct, because we are reducing the shielding effectiveness it provides for the cables running inside. Also, it can be observed that the increase is comparable to the case
in which the reinforcement of the duct and the reinforcement of the buildings are not interconnected. It is important to ensure there is at least one good connection, even if it is made using the protective conductor.

**Geometrical configuration of the reinforcement of the buildings**

We saw in the previous chapter that it is possible to replace a multi-layered reinforcing grid with an equivalent single-layered grid to calculate the electromagnetic field inside a building struck by lightning. Moreover, we considered a single layer in the reference case. However, one cannot define a unique equivalent grid because the configuration of the reinforcement can vary depending on the building. To analyze the effect of possible changes, we considered the following cases:

- **Case A:** The mesh size of the reinforcing grid is reduced to 25 cm.
- **Case B:** The mesh size of the reinforcing grid is increased to 1 m.
- **Case C:** The mesh size of the reinforcing grid is increased to 5 m.
- **Case D:** The radius of the rebars is reduced to 5 mm.
- **Case E:** The radius of the rebars is increased to 2 cm.
- **Case F:** There is a double-layered reinforcing grid.

As expected from the distribution of the lightning current studied in section 3.1.1, figures 4-32 and 4-33 show that changing the radius of the rebars or adding an extra layer does not affect the results. In contrast, increasing the mesh size, especially of B1, can lead to a significant increase in the currents. The question that follows is whether we can conclude on the effect of the configuration of the reinforcement, considering that the conductors are grounded at the entrance to the buildings. Perhaps the number of layers does have an important effect when the bonding system is modeled. To verify, we repeated the simulations of the worst-case scenarios defined in the first part of the study but considering a double-layered reinforced grid.

The results are shown in figure 5.34. As expected, there are some differences because adding an extra layer reduces the magnitude of the electromagnetic field.
Geometrical configuration of the reinforcement of the duct

The configuration of the reinforcement of the ducts does not vary as much as the configuration of the reinforcement of the buildings. Reinforced concrete ducts are generally standardized. In numerous industrial facilities in France, for instance, they...
typically have a double-layered reinforcing grid with squared meshes of 25 cm and rebars with a radius between 4 mm and 8 mm. Still, we considered the following cases:

Case A: The mesh size of the reinforcing grid is increased to 50 cm.

Case B: There is a double-layered reinforcing grid.

Case C: The radius of the rebars is reduced to 4 mm.

Case D: The radius of the rebars is increased to 16 mm.

Figure 4-35 shows that variations in the reinforcement of the duct have a much more important effect on the results. The effect on the surges is actually similar to the effect of the reinforcement of the building on the magnetic field. The surges increase with the mesh size and decrease with the radius and the number of layers. We could therefore think about finding an equivalent single-layered grid of a typical duct to use in the simulations.

**Loads**

Once again, when a building is struck by lightning, only a part of the current flows to the earth-termination system. The other part is distributed among the low-impedance
Industrial facilities have a great diversity of connected loads. For example, one could have a transformer at one end of the line and a motor at the other end. Different electrical equipment has different impedance, which can be represented by resistive, capacitive, and inductive loads. To get a first insight into the effect of the loads, we considered the following cases:

Case A: The insulated conductor is not loaded.

Case B: One end of the insulated conductor is left in open circuit.

Case C: The insulated conductor is loaded with 3 nF and 10 nF.

Case D: The insulated conductor is loaded with 8 $\mu$H and 2.5 nF.

Case E: The insulated conductor is loaded with 800 $\mu$H and 100 nF.

As expected, figure 4-36 shows that when the insulated conductor is not loaded, the currents in both the insulated and the bare conductors are in the same range. In contrast, the current in the insulated conductor decreases significantly when a
high load, i.e. an open circuit, is considered. When capacitive and inductive loads are considered, it is normal that resonances at different frequencies appear. What is interesting to observe is that the resonances are as strong in the bare conductor as they are in the insulated conductor.

Figure 4-36: Currents computed in segment S1 when changing the loads at both ends of the insulated conductor in the new reference case. (a) Insulated conductor. (b) Bare conductor.

Cables

Again, the partial lightning current entering a cable depends on its impedance, which depends on the characteristics and parameters of the cable. Yet, the characteristics and parameters of the cable also influence its electromagnetic coupling to other conductors. For example, increasing the section of the bare conductor decreases its impedance. Thus, as shown in figure 4-37, the current increases in the bare conductor and decreases slightly in the insulated conductor. Nevertheless, the effect is minor.

Similarly, when increasing the number of cores of the insulated conductor, the current increases in the insulated conductor and decreases slightly in the bare conductor. Note that to obtain the results shown in figure 4-38, we modeled a single-core equivalent conductor. The radius of the equivalent conductors was calculated using LAMLIM [126] and considering the arrangements shown in figure 4-39 over a perfectly conducting ground plane.

It can be observed in figure 4-38b that duplicating the number of cores leads to
Figure 4-37: Currents computed in segment S1 when changing the section of the bare conductor in the new reference case. (a) Insulated conductor. (b) Bare conductor.

Figure 4-38: Currents computed in segment S1 when considering multi-cores insulated conductors in the new reference case. (a) Insulated conductor. (b) Bare conductor.

A total increase of 6 dB at most, which corresponds to twice the current in the time domain. Therefore, we could consider a worst-case scenario by modeling only one conductor and assuming a linear relationship between the current and the number of cores.
4.2 Parameters to be considered in the numerical model of an industrial facility

Since it is nearly impossible and computationally expensive to consider all the elements of a full-scale industrial facility in full-wave simulations, we started by conducting a parametric study on a simplified case. The study helped us identify some of the parameters that could be disregarded and the parameters that must be considered in the numerical models.

In the first part, we studied the influence of the cable routing inside the buildings, considering the distance to the walls and to the roof. We varied the number of connections between the bonding rings, then between the bonding network and the reinforcement of the buildings, and finally, between the reinforcement of the buildings and the ground rings. We also studied the influence of the earth impedance by changing the type of grounding network, its depth, and the soil resistivity. We observed, once again, that the effect of the moisture content of the concrete is minor; yet, it is essential to be as precise as possible when it comes to its thickness. And, we saw the importance of the position of the duct with respect to the vertical edges and the striking point.
To reduce the complexity of the model, we decided to continue the study with the conductors grounded at the entrance to the buildings. The results obtained in that case give a good idea of the peak-values one can expect in a worst-case scenario. Moreover, it was no longer necessary to consider the cable routing, the bonding network, and the number of connections between the reinforcement of the buildings and ground rings. Also, to reduce the number of parameters and stay on the safe side, we interconnected the ground rings with a single electrode. The mesh size of the grounding network is therefore no longer a parameter to be considered.

In the second part, we repeated some simulations varying the position of the duct, and we included a second duct and a third building to corroborate the results. We saw that the surges are affected by both the dimensions of the buildings and the depth of the foundations. Surprisingly, we observed that the geometrical configuration of the reinforcement of the duct has a significant effect on the surges, whereas only the mesh size of the reinforcement of the buildings seems to be important. We also observed that there is a great dependency on the terminations of the power installation and the type of cable considered.

In short, to obtain a reasonable approximation of the peak-values of the surges resulting from a direct lightning strike, we must consider at least the influence of:

- The soil resistivity
- The distance from the duct to the closest vertical edge of the building struck by lightning
- The distance from the duct to the striking point
- The number of ducts
- The number of buildings
- The cross-sectional area of the buildings
- The distance between the buildings
- The mesh size of the reinforcement of the buildings
- The geometrical configuration of the reinforcement of the duct
• The loads connected at both ends of the cables

• The characteristics of the cables

That is if the conductors are grounded at the entrance to the buildings, and only the ground rings are represented in the model. Otherwise, the configuration of the bonding and the grounding networks must be considered. Being cautious to always remain on the safe side, the other parameters can be set to fixed values. Note however that we did not consider all the components of industrial facilities. Future studies could explore the effect of, among others, the support rails, lines in contact with soil, water pipes, and the grounding arrangement.

4.3 Simplified model of reinforced concrete ducts

4.3.1 Equivalent single-layered grid

The geometrical configuration of the reinforcement of the buildings can vary drastically within the facility. In contrast, as already mentioned, the reinforcement of the ducts is basically the same; moreover, the least we can do is try to find a simplified 3-D model of the reinforcement, as we did for the reinforcement of the buildings in section 3.1.

We start once again by considering the reduced representation of a single-layered reinforcing grid as an experiment but with three inputs this time: the radius of the rebars, the mesh size, and the conductivity of the rebars. As the reduced representation, we use the same $8 \text{ m} \times 8 \text{ m}$ grid in a metallic enclosure, defined in section 3.1.2. The outputs of the experiment are still the current flowing through the grid, and the average of the magnetic field it induces over a $2 \text{ m} \times 2 \text{ m}$ surface.

Based on a factorial design with mixed levels, 75 simulations are carried out to build a Kriging surrogate model for each output. The levels taken by the factors are shown in table 4.3. Since, theoretically, the conductivity of the rebars only affects the resistance of the grid, we did not think it would be necessary to define a $5^3$ factorial design, and therefore, we considered a logarithmic scale to select the levels.
Table 4.3: Factors and levels considered in the factorial design.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (cm)</td>
<td>1  2  3  4  5</td>
</tr>
<tr>
<td>Mesh size (m)</td>
<td>0  0  0  0  0</td>
</tr>
<tr>
<td>Coefficient multiplying the conductivity of the rebars</td>
<td>0.1 1.0 10</td>
</tr>
</tbody>
</table>

The same tendency we observed in section 3.1.2 can be observed in figures 4-40 and 4-41. Both the current and the magnetic field strength increase when the radius increases and the mesh size decreases. In addition, as expected, they increase with the conductivity of the rebars. Overall, since we defined a voltage source to characterize the grid in the reduced representation, the current and the magnetic field strength increase when the impedance of the grid decreases. It is almost imperceptible in the figures but the magnetic field strength also has a longer decay time.

Again, we take 65 uniformly spaced samples of the time responses, and we estimate the parameters of the Kriging models using a HGA with a convergence tolerance of $10^{-10}$ and a maximum number of generations equal to 500. The values of the parameters obtained with a Metern 5/2 kernel are given in table 4.4. We did not try to adjust different regression models to the data because we have already obtained good results with a Kriging model and calibrated the algorithms in section 3.1. The Kriging models are implemented in a new fitting algorithm, which also follows the procedure described in figure 3-9. The only difference is that in the new fitting algorithm, the input vector has three components instead of two.

Table 4.4: Parameters and error of the ordinary Kriging models with the Matern 5/2 kernel.

<table>
<thead>
<tr>
<th></th>
<th>Model of the current</th>
<th>Model of the magnetic field strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>$-4.009$</td>
<td>$-0.008$</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$249.559$</td>
<td>$0.269$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$[6.711, 9.877, 0.346, 0.835]$</td>
<td>$[4.632, 9.827, 0.319, 0.779]$</td>
</tr>
<tr>
<td>$E_{LOO}$</td>
<td>$6.218 \times 10^{-6}$</td>
<td>$5.847 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
Figure 4-40: Current computed in the reduced representation of single-layered reinforcing grids. (a) $\sigma = 0.1 \times \sigma_{\text{rebars}}$. (b) $\sigma = \sigma_{\text{rebars}}$. (c) $\sigma = 10 \times \sigma_{\text{rebars}}$.

In France, most of the rebars used to build the reinforcement of the ducts have a radius of 6 mm or 7 mm. Since we saw in section 4.1.3 that the surges in the cables decrease with the radius of the rebars, we could assume that they all have the same radius and that it is equal to 6 mm. Let us then consider a double-layered grid with meshes of $25 \text{ cm} \times 25 \text{ cm}$, formed by rebars with a radius of 6 mm. The layers are at a distance of 25 cm, and they are interconnected every 50 cm. Using the new fitting algorithm, we would obtain an equivalent single-layered grid with a mesh size of 0.427 m and rebars with a radius of 2.897 cm and a conductivity of $1.06 \times 10^6 \text{ S/m}$. However, in FDTD simulations it is preferable to define the wires in the middle of the FDTD cells. Since we had implemented cells of 25 cm, we rerun the algorithm setting the mesh size to 25 cm, and then again, setting the mesh size to 50 cm. With a mesh size of 25 cm, we obtained rebars with a radius of 2.44 cm and a conductivity
of $7.798 \times 10^5$ S/m. With a mesh size of 50 cm, we obtained rebars with a radius of 3.081 cm and a conductivity of $1.104 \times 10^6$ S/m. Surely, setting the mesh size to a fixed value leads to a higher error, especially when increasing the mesh size. Yet, in figure 4-42 the fitting seems to be acceptable. All three grids, the double-layered grid and the equivalent single-layered grids, have comparable impedance. The currents flowing through the grids have almost the same rising time and maximum amplitude. On the other hand, none of the equivalent grids is able to match the amplitude of the magnetic field strength.

To check if the differences in the magnetic field strength have an important effect, we went back to the new reference case defined in section 4.1.2. We conducted three simulations: First, we considered that the reinforcement of the duct is made of the
The currents computed in the conductors are shown in figure 4-43. Clearly, it is important to make sure that the equivalent grid also reproduces the magnetic field strength. However, if one has to choose between setting the mesh size and a small fitting error, it would be advisable to set the mesh size. In that case, to stay on the safe side, the single-layered grid with a mesh size of 50 cm is the best option.

![Figure 4-42](image)

Figure 4-42: Curves fitted to the data of a double-layered reinforcing grid. (a) Current flowing through the grid. (b) Average of the magnetic field strength.

![Figure 4-43](image)

Figure 4-43: Currents computed in segment S1 considering an equivalent single-layered reinforcing grid in the new reference case. (a) Insulated conductor. (b) Bare conductor.
4.3.2 Experimental characterization

We were trying to find a simplified 3-D model of the reinforcement; yet, we do not even know if the reinforcement we are considering as the basis represents appropriately the geometrical configuration of actual constructions.

The impedance of the reinforcement could be affected by the type of connection between the rebars. They could be welded or wire-tied at the intersections or a combination of both. What we know for sure is that good contact cannot be guaranteed at every intersection. Besides, in actual constructions, there is uncertainty regarding the mesh size and the distance between the layers of the reinforcing grid. Nevertheless, in numerical simulations, we generally consider a perfect contact between the rebars and symmetrical reinforcement. Thus, one question remains: how big of an error could we be making in our models? To corroborate some of our assumptions, we computed the impedance of the ducts at the new lightning testing facility and compared the results to the impedance measured on different sections of the ducts.

Lightning testing facility at EDF Power Networks Lab

As shown in figure 4-44, the testing facility has two parallel reinforced concrete ducts with a connection chamber at both ends, a reinforced concrete wall, and a control room. The ducts are both 60-meters-long and have a cross-sectional area of 1 m × 0.8 m. They are covered by removable steel plates, as shown in figure 4-45.

The reinforcement of the ducts is made up of a double-layered reinforcing grid embedded in 20 cm of concrete. The rebars have a radius of 5 mm, and they form squared meshes of 20 cm × 20 cm. The rebars are wire-tied in one of the ducts (see figure 4-46) and welded in the other (see figure 4-47.) The layers of the reinforcing
grids are separated by 15 cm, and they are interconnected, as shown in figure 4-48. Note that dimensions are approximate; they are more likely to correspond to an average value than to the real dimensions.

The ducts are divided into three electrically isolated sections of 20 m. Each section has 16 fixed grounding terminals: eight at the beginning and eight at the end. The reinforcement of adjacent sections can be interconnected using bridging braids, as shown in figure 4-49. The expansion joints between the sections of the ducts are filled with foam. The connection chambers and the reinforced concrete wall are also electrically isolated, and they all have ground terminals. Moreover, their
reinforcement could also be connected to the reinforcement of the ducts using bridging braids.

Figure 4-48: Front view of the reinforcement of the ducts.

Figure 4-49: Interconnection of two sections of the reinforced concrete duct.
Impedance measurements

To measure the impedance, we used a vector network analyzer (VNA) and two different methods: One-Port reflection, also known as Shunt measurement, and Shunt-Thru. The One-Port method offers a simple approach to measure the properties of the device under test (DUT), but its sensitivity is limited at high or low impedance values [127]. Since the Shunt-Thru method is the one recommended to measure low impedance, we used both methods to compare the results.

First, we measured the impedance of each section, then the impedance of two interconnected sections, and finally, we connected all three sections and measured the impedance of the entire cable duct. To minimize unwanted effects at the boundaries, the section of the duct being considered was terminated by copper plates. As shown in figures 4-50 and 4-51, all the grounding terminals at each end were used to connect the copper plates to the reinforcement, and the VNA was connected directly to the copper plates. The connection setups are shown in figure 4-52. Note that the covering plates were removed to focus exclusively on the characteristics of the reinforcement and its representation in numerical simulations. Thus, the values measured are not to be scaled up and compared to the models of enclosed cable ducts that one can find.

Figure 4-50: Interconnection of the copper plates and the reinforcement of the duct.

Figure 4-51: Connection of the VNA to the copper plates.

Figure 4-52: Connection setups.
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Regardless of the method and the section of the duct being characterized, the length of the wires used to connect the VNA to the copper plates was constant. Their impedance was measured independently to remove their contribution from the results. By remove, we mean subtracting the impedance of the wires from the total impedance measured. Also, we repeated all the measurements with the One-Port method after performing a new open/short/load calibration in which the wires were considered. To differentiate the measurements, we named the One-Port method with the new calibration One-Port*. The results when the three sections of the ducts are interconnected are shown in figure 4-53.

As expected, the reactance measured is predominantly inductive and does not vary significantly between the ducts. In the inductive region, we can fit the curves with an inductance of approximately $35 \, \mu H$. However, there are important differences between the ducts at low frequency before the inductance starts to dominate. On average, the resistance of the reinforcement with wire-tied rebars is $302 \, \text{m}\Omega$, whereas the resistance of the reinforcement with welded rebars is around $16 \, \text{m}\Omega$, and it might even be lower. It is clear from the results in figure 4-53b that there is an error at low frequency. The
Figure 4-53: Impedance measured at the new lightning testing facility. (a) Duct with wire-tied reinforcement. (b) Duct with welded reinforcement.

values obtained are probably within the range of uncertainty of the measurement method.

There are also important differences between two sections of the same duct. As shown in table 4.5, the resistance and the impedance calculated from the results vary considerably. Yet, by adding the values of the resistance and the inductance of the sections, we come close to the values calculated with all the sections interconnected. Note that the values of the resistance and the inductance were adjusted to the average of the impedance measured with the three methods.

It was expected to observe differences between two sections of the same duct because, after all, they are not equally long. Nevertheless, the broad range of variation of the resistance shows that it is difficult to control the quality of the contact between the rebars and therefore, to estimate the impedance of a duct based on its characteristics.

**Numerical model**

Moving on to the numerical model, several simulations are carried out using TEMSI-FD to calculate the impedance of the ducts at the new lightning testing facility. A uniform grid is implemented with cells of 5 cm, and all the conductors are modeled using, as usual, the thin-wire formalism. The conductivity of the rebars forming the
Table 4.5: Resistance and inductance calculated from the impedance measured on different sections of the ducts.

<table>
<thead>
<tr>
<th>Section</th>
<th>Welded reinforcement</th>
<th>Wire-tied reinforcement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R ,(m\Omega)$</td>
<td>$L , (\mu H)$</td>
</tr>
<tr>
<td>S1</td>
<td>59.652</td>
<td>8.962</td>
</tr>
<tr>
<td>S3</td>
<td>87.399</td>
<td>13.599</td>
</tr>
<tr>
<td>S1 S2</td>
<td>258.329</td>
<td>25.832</td>
</tr>
<tr>
<td>S2 S3</td>
<td>249.848</td>
<td>27.808</td>
</tr>
<tr>
<td>S1 S2 S3</td>
<td>302.034</td>
<td>34.833</td>
</tr>
</tbody>
</table>

Figure 4-54: Computational model of one of the reinforced concrete ducts in the lightning testing facility.

reinforcement is set to $8.33 \times 10^6 \, S/m$. The permeability of the steel is neglected. The conductivity of the other conductors is set to $59.6 \times 10^6 \, S/m$. Once again, the concrete is modeled as a lossy dielectric material with a conductivity of $0.0052 \, S/m$ and a relative permittivity of 8.6. The soil is considered homogeneous with a relative permittivity of 10 and a resistivity of $100 \, \Omega \cdot m$. The computation model is shown in figure 4-54.

The impedance of the duct was calculated as the voltage of a perfect voltage source over the current injected into the reinforcement, minus the impedance of the return...
path. However, we observed that even if we try to remove the effect of the return path, the reactance varies slightly with the position of the wires, which might also happen when measuring. The voltage waveform is defined as a Gaussian function covering a frequency range up to 10 MHz. The maximum amplitude of the pulse is set to 100 V. The boundary conditions of the analysis space are defined as PMLs to assume an open space.

The impedance calculated with a return path at 6 m and 8 m from the duct is shown in figure 4-55. Since the rebars forming the reinforcement of cable ducts cannot be welded consistently at every intersection, one then wonders if it is necessary to consider a reinforcing grid with bigger meshes in the numerical model. Surprisingly, an inductance of approximately 35 $\mu$H can also be adjusted to the curves in figure 4-55. Also, the fact that the rebars may not always form perfectly symmetrical grids seems to have a minor effect on the results. Hence, we could at least assume that the reactance of a reinforced concrete duct can be well approximated considering the average dimensions of the meshes in full-wave simulations.

![Figure 4-55: Impedance computed using TEMSI-FD.](image)

As expected, the resistance calculated is of course lower because the contact resistance is neglected. We could try to adjust the resistance by, for example, reducing the conductivity of the rebars. The problem is that it would limit the partial lightning current flowing through the duct. If we are not able to measure the impedance of the duct of interest, it would be safer to consider the conductivity of steel. Altogether,
disregarding the effect of the non-linearities that a poor contact between the rebars could create, our numerical models are a good representation of actual reinforced concrete ducts.

4.4 Estimation of the peak-values of the current in underground cables

We know the parameters that must be considered in the numerical model of an industrial facility (see section 4.2), and we have a simplified model of reinforced concrete ducts (see section 4.3). Now, we can move on to building a surrogate model to estimate the surges. To do so, we need a dataset.

The first step to build a dataset is to define the range of variation of the parameters:

- Since the soil texture in France is mostly loam [128], we consider its resistivity between $100 \, \Omega \cdot m$ and $1000 \, \Omega \cdot m$.

- The distance from the duct to the closest edge and the striking point depends on the dimensions of the buildings. Typically, industrial buildings have a length between 10 m and 100 m, and a width between 5 m and 45 m, which brings us to a cross-sectional area between $50 \, m^2$ and $4500 \, m^2$.

- Even though a duct can be divided into several ducts that go to different buildings along the way, we consider a single and independent duct connecting the building struck by lightning to each of the other buildings. To limit the volume of the analysis space, we set the number of buildings to two: the building struck by lightning (B1) and a building in front of it (B2). Therefore, we consider only one duct. Also, to facilitate the conception of the numerical model, we consider that the duct is straight.

- For each duct, we would have to define several parameters depending on its position with respect to the vertical edges and the striking point. To simplify, we consider a strike in the corner of the roof and that the duct is closest to the
edge that happens to be the one carrying the highest lightning current. Hence, we consider only the relative distance, i.e., the distance divided by the length of the building, to the edge in the striking point.

- Again, to limit the volume of the analysis space, we consider that the distance between the buildings is equal to the length of the ducts and that it is 100 m at the most.

- The mesh size of the reinforcement of the buildings is rarely bigger than 1 m. However, since a good contact cannot be guaranteed at every intersection, we need to consider meshes up to 5 m.

- Instead of defining the type of cable as a parameter, we consider three cables inside the duct: a bare conductor with a radius of 3.99 mm, an insulated conductor with an overall radius of 11.24 mm, and a coaxial cable with an overall radius of 13.35 mm. The bare conductor represents a protective conductor of the minimum section one can find on the market (50 mm$^2$). The insulated conductor represents a phase of an LV cable with an insulation thickness of 2.5 mm. The coaxial cable represents a control cable of 48 conductors, each with a section of 1 mm$^2$ and an insulation thickness of 0.6 mm. The core of the coaxial cable is loaded with 1.04 Ω at both ends as if each of the 48 conductors was loaded with 50 Ω. Its radius, which was calculated using LAMLIM and considering the arrangement shown in figure 4-56, is set to 7.862 mm. Note that to be on the safe side, we chose a typical LV cable (3 × 240+95) and one of the biggest control cables available on the market. One end of the insulated conductor is loaded with a parallel RLC circuit that represents a transformer. The values of the components ($R = 100Ω$, $L = 300 μH$, $C = 50 nF$) were available from the results of different studies that have been conducted at EDF. At the other end of the insulated conductor, we consider a short circuit (SC) and an open circuit (OC) (loads of 0 Ω or 10 MΩ, respectively), which would allow us to calculate a Thevenin or a Norton equivalent circuit [129]. All the conductors are grounded at the entrance to the buildings.

To summarize, table 5.5 presents the parameters considered and their range of variation. The other parameters are set to fixed values. The considerations worth noting are the following:
• In an industrial facility, there is a considerable diversity of structures, with heights varying between 3 m and 100 m. However, the height of the buildings is typically between 10 m and 40 m above ground. Since we saw in section 4.2 that the surges increase when reducing the height of the building struck by lightning and the depth of its foundation, we set the height of all the buildings to 10 m and the depth of the foundations to 5 m.

• Regarding the reinforcement of the buildings, we consider a single-layered grid formed by rebars with a radius of 1 cm. We also saw in section 4.2 that the effect of the number of layers and the radius of the rebars is negligible. No internal walls, columns, or beams are considered.

• We model the ducts using the simplified model with a mesh size of 50 cm introduced in section 4.3. The reinforcement of the ducts is connected to the reinforcement of the buildings twice at each end.

• The concrete, as in section 4.1, is modeled as a lossy dielectric material with a conductivity of 0.0052 S/m and a relative permittivity of 8.6. The insulation of the conductors is also modeled as a lossy dielectric material with a conductivity of $1 \times 10^{-14}$ S/m and a relative permittivity of 2.9. The conductivity of steel and copper is set to $8.33 \times 10^6$ S/m and $59.6 \times 10^6$ S/m, respectively. The relative permittivity of the soil is set to 10.

• We do not consider a meshed grounding system but interconnected ground rings, as in the second part of the parametric study (section 4.2).

Finally, the dataset is built based on a $2^7$ full factorial design, not considering the load at the end of the insulated cable as a parameter but as a different case. For each case, 128 simulations are therefore carried out using TEMSI-FD. A total of 256 simulations are carried out to build the surrogate models. The outputs we will try to estimate are the currents in the middle of each cable.

The lightning waveform is defined as a Gaussian function covering a frequency range from 0 Hz to 10 MHz, and a non-uniform grid is implemented with cells varying from 50 cm to 5 m. As in section 4.1.2, the normalized results obtained with the Gaussian function are then used to calculate the currents for the first and the subsequent strokes. The simulations are run up to 100 $\mu$s.
Figure 4-56: Arrangement considered in LAMLIM to calculate the radius of the core of the coaxial cable.

Table 4.6: Parameters considered in the model and ranges within they are varied.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil resistivity</td>
<td>$100 , \Omega \cdot m , - , 1000 , \Omega \cdot m$</td>
</tr>
<tr>
<td>Length of building B1</td>
<td>$10 , m , - , 100 , m$</td>
</tr>
<tr>
<td>Width of building B1</td>
<td>$5 , m , - , 45 , m$</td>
</tr>
<tr>
<td>Cross-sectional area of building B2</td>
<td>$50 , m^2 , - , 45000 , m^2$</td>
</tr>
<tr>
<td>Relative distance to the closest edge</td>
<td>$0.1 , - , 0.5$</td>
</tr>
<tr>
<td>Distance between the buildings</td>
<td>$10 , m , - , 100 , m$</td>
</tr>
<tr>
<td>Mesh size of the reinforcing grid</td>
<td>$1 , m , - , 5 , m$</td>
</tr>
<tr>
<td>Load at the end of the insulated conductor</td>
<td>${0 , \Omega, 10 , M\Omega}$</td>
</tr>
</tbody>
</table>

The peak-values of the currents computed in the cables are shown in figures 4-57 and 4-58. The scatter plots in figure 4-57 highlight the difference between the results when the insulated conductor is in OC and SC, whereas the histograms in figure 4-58 highlight the difference between the results for first and subsequent strokes. Also, table 4.7 presents the details of the maximum and minimum currents computed in each case.

It is interesting to observe that the highest currents were computed in run 89 and run 121, whereas the lowest currents were computed in run 24 and run 56. The only
Figure 4-57: Scatter plot of the peak-values of the currents in the cables computed using TEMSI-FD. (a) Bare conductor - First stroke. (b) Bare conductor - Subsequent stroke. (c) Insulated conductor - First stroke. (d) Insulated conductor - Subsequent stroke. (e) Coaxial cable - First stroke. (f) Coaxial cable - Subsequent stroke.

parameter that changes between runs 89 and 121 and between runs 24 and 56 is the distance between the buildings. The distance is 10 m in runs 24 and 89, and it is 100 m in runs 56 and 121. In all four runs, the duct is in the middle of B1 (a relative
distance equal to 0.5). Other than that, the parameters are the complete opposite. The highest currents were computed when the soil resistivity is $1000 \, \Omega \cdot \text{m}$, the length of B1 is 10 m, the width of B1 is 5 m, the cross-sectional area of B2 is 45000 m$^2$, and

Figure 4-58: Histogram of the peak-values of the currents in the cables computed using TEMSI-FD. (a) Bare conductor (OC). (b) Bare conductor (SC). (c) Insulated conductor (OC). (d) Insulated conductor (SC). (e) Coaxial cable (OC). (f) Coaxial cable (SC).
Table 4.7: Maximum and minimum currents computed in the cables.

<table>
<thead>
<tr>
<th></th>
<th>Maximum</th>
<th>Minimum</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Run</td>
<td></td>
<td>Run</td>
</tr>
<tr>
<td>Bare conductor (OC)</td>
<td>89</td>
<td>16161.983</td>
<td>56</td>
</tr>
<tr>
<td>Bare conductor (SC)</td>
<td>89</td>
<td>15865.429</td>
<td>56</td>
</tr>
<tr>
<td>Insulated conductor (OC)</td>
<td>113</td>
<td>4.388</td>
<td>24</td>
</tr>
<tr>
<td>Insulated conductor (SC)</td>
<td>121</td>
<td>998.886</td>
<td>24</td>
</tr>
<tr>
<td>Coaxial cable (OC)</td>
<td>122</td>
<td>2373.463</td>
<td>24</td>
</tr>
<tr>
<td>Coaxial cable (SC)</td>
<td>118</td>
<td>2878.098</td>
<td>24</td>
</tr>
<tr>
<td>Bare conductor (OC)</td>
<td>89</td>
<td>3504.895</td>
<td>56</td>
</tr>
<tr>
<td>Bare conductor (SC)</td>
<td>89</td>
<td>4021.032</td>
<td>56</td>
</tr>
<tr>
<td>Insulated conductor (OC)</td>
<td>121</td>
<td>401.374</td>
<td>24</td>
</tr>
<tr>
<td>Insulated conductor (SC)</td>
<td>89</td>
<td>1689.398</td>
<td>56</td>
</tr>
<tr>
<td>Coaxial cable (OC)</td>
<td>89</td>
<td>425.888</td>
<td>24</td>
</tr>
<tr>
<td>Coaxial cable (SC)</td>
<td>89</td>
<td>967.606</td>
<td>24</td>
</tr>
</tbody>
</table>

the mesh size of the reinforcing grid is 5 m. The lowest currents were computed when the soil resistivity is $100 \ \Omega \cdot m$, the length of B1 is 100 m, the width of B1 is 45 m, the cross-sectional area of B2 is 50 m$^2$, and the mesh size of the reinforcing grid is 1 m.

Also, as expected, the current in the bare conductor and the coaxial cable does not vary significantly between the two cases. Therefore, we will only consider the results of the case in which the insulated conductor is in OC. The average of the peak-values in the bare conductor and the coaxial cable is slightly higher when the insulated conductor is in OC (see table 4.7). In addition, since the currents in both cables are significantly higher for the first stroke, we will not consider the currents for the subsequent stroke. On the contrary, the currents in the insulated conductor are comparable for the first and the subsequent strokes; thus, we have to consider both. Moreover, we need to build surrogate models to estimate six different outputs:

$Y_1$: The current in the bare conductor for the first stroke, when the insulated conductor is in OC.

$Y_2$: The current in the insulated conductor for the first stroke, when it is in SC.
$Y_3$: The current in the insulated conductor for the subsequent stroke, when it is in SC.

$Y_4$: The current in the insulated conductor for the first stroke, when it is in OC.

$Y_5$: The current in the insulated conductor for the subsequent stroke, when it is in OC.

$Y_6$: The current in the coaxial for the first stroke, when the insulated conductor is in OC.

Since we have a small dataset, we decided to focus on building a sparse PCE and a Kriging model for each output. The sparse PCEs are built from a fifth-order truncation scheme, but surprisingly, all the significant terms of the basis are of degree equal or less than two. To build the Kriging models, a linear trend and a Matern 5/2 kernel were chosen. Because of the large number of coefficients that had to be computed, we will not list them in detail. The most important information about the models is presented in tables 4.8 and 4.9.

Table 4.8: Details and error of the PCEs.

<table>
<thead>
<tr>
<th>Output</th>
<th>Maximal degree</th>
<th>Size of basis</th>
<th>$E_{LOO}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_1$</td>
<td>2</td>
<td>16</td>
<td>$1.656 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_2$</td>
<td>2</td>
<td>18</td>
<td>$3.055 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_3$</td>
<td>2</td>
<td>19</td>
<td>$5.431 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_4$</td>
<td>2</td>
<td>17</td>
<td>$5.889 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_5$</td>
<td>2</td>
<td>15</td>
<td>$1.366 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Y_6$</td>
<td>2</td>
<td>12</td>
<td>$1.410 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

As an example, consider the first worst-case scenario introduced in section 4.1.2. The soil resistivity is $100 \ \Omega \cdot m$, the length of B1 is 50 m, the width of B1 is 20 m, the cross-sectional area of B2 is $1000 \ \text{m}^2$, and the length of the duct is 100 m. However, we are out of the range of variation of the other parameters. The closest we could get to the scenario is by considering the mesh size equal to 1 m and the duct at $0.1 \times 50 \ \text{m} = 5 \ \text{m}$ from the striking point. In that case, we would obtain the currents in table 4.10.
The models lead to different results; thus, one has the option of selecting the highest current or averaging the values. In any case, it is interesting to observe that the peak-value of the current estimated in the bare conductor corresponds to the peak-value of the current in figure 4-23b. The bare conductor considered in the models has a radius of about half the radius of the bare conductor in the worst-case scenario introduced in section 4.1.2; yet, the mesh size of the reinforcing grid is bigger, and therefore, the currents are comparable.

<table>
<thead>
<tr>
<th></th>
<th>$Y_1$</th>
<th>$Y_2$</th>
<th>$Y_3$</th>
<th>$Y_4$</th>
<th>$Y_5$</th>
<th>$Y_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>[65.406, 3.016, -5.944, 1.278, 3.642, -1.660, -1.851, 0.185]</td>
<td>[45.394, 2.864, 2.852, 1.116, 3.432, -1.693, -1.839, 0.376]</td>
<td>[44.896, 2.712, -4.846, -0.568, 1.267, -1.574, -3.389, 3.162]</td>
<td>[-12.711, 3.343, 12.514, -0.450, 0.704, -1.941, -3.311, 1.692]</td>
<td>[25.611, 4.431, 9.259, -1.987, 0, -0.934, -6.082, 2.866]</td>
<td>[51.347, 3.110, 2.483, 0.914, 3.250, -1.997, -1.818, 0.253]</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>2.769</td>
<td>3.530</td>
<td>5.805</td>
<td>19.088</td>
<td>5.486</td>
<td>21.724</td>
</tr>
<tr>
<td>$\theta$</td>
<td>[3.983, 1.920, 2.193, 1.585, 1.144, 1.469, 2.673]</td>
<td>[3.741, 2.224, 2.766, 1.412, 0.375, 1.938, 4.400]</td>
<td>[1.254, 1.815, 6.340, 2.165, 1.568, 1.483, 2.791]</td>
<td>[1.742, 0.817, 2.395, 0.900, 1.160, 1.194, 0.392]</td>
<td>[1.256, 1.100, 9.993, 5.988, 0.911, 0.959, 3.217]</td>
<td>[1.106, 2.670, 3.448, 2.302, 1.806, 0.554, 1.664]</td>
</tr>
<tr>
<td>$E_{LOO}$</td>
<td>$6.237 \times 10^{-3}$</td>
<td>$7.493 \times 10^{-3}$</td>
<td>$6.903 \times 10^{-3}$</td>
<td>$4.88 \times 10^{-2}$</td>
<td>$4.792 \times 10^{-4}$</td>
<td>$9.778 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
Table 4.10: Currents estimated using the models in tables 4.8 and 4.9

<table>
<thead>
<tr>
<th>Output</th>
<th>Predicted value (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCE</td>
</tr>
<tr>
<td>$Y_1$</td>
<td>594.752</td>
</tr>
<tr>
<td>$Y_2$</td>
<td>156.722</td>
</tr>
<tr>
<td>$Y_3$</td>
<td>64.253</td>
</tr>
<tr>
<td>$Y_4$</td>
<td>0.704</td>
</tr>
<tr>
<td>$Y_5$</td>
<td>30.977</td>
</tr>
<tr>
<td>$Y_6$</td>
<td>316.225</td>
</tr>
</tbody>
</table>

If we consider the OC resistance equal to 10 MΩ, we can calculate the Norton resistance as

$$ R = 10 \text{ MΩ} \times \frac{I_{OC}}{I_{OC} - I_{OS}}, $$

(4.1)

where $I_{OC}$ is the current calculated when the insulated conductor is in OC, and $I_{OS}$ is the current calculated when the insulated conductor is in OS. Hence, for the first stroke, we would have a Norton resistance of 110.781 kΩ and 104.266 kΩ, for the PCE and the Kriging models, respectively. Consequentially, a current going through a 50 Ω load connected at the end of the conductor between 64.224 A and 61.51 A. The current is about three times higher than the current in figure 4-23a, which is expected because the radius of the insulated conductor is also about three times bigger.

The models already make good predictions. Nevertheless, a way to reduce the error would be by using different techniques to build additional surrogate models and then average the results.
Chapter 5

Conclusions and perspectives

Lightning strikes can have severe consequences in industrial facilities. Reliable methods to estimate their effects are not only necessary to design the LPS but also to demonstrate the safety of the installations. In France, lightning must be considered in the safety demonstration of NPPs. In this work, we focused on proposing alternative models adapted to the particularities of French industrial facilities to estimate the effects of a direct lightning strike to one of the buildings in the facility. Due to time constraints, we limited the scope of our analysis to the transient magnetic field inside the building struck by lightning and the surges induced in the cables routing in reinforced concrete cable ducts.

To deepen the understanding of the phenomena, we started by conceiving a generalized 3-D model of the electromagnetic environment. However, we quickly decided to study the effects separately because variations in the configuration of the facility do not influence the magnetic field and the electrical surges in the same manner. Hence, we conducted several parametric studies that led to two different and less complex 3-D models.

While trying to reduce the complexity of the 3-D model to compute the transient magnetic field, we attempted to find a simplified representation of the reinforcement of the building. We saw that it is possible to replace a multi-layered reinforcing with an equivalent single-layered grid; yet, the characteristics of the equivalent grid can be adjusted to reproduce only one of the features: the peak-values of the magnetic field.
or the impedance of the grid.

With the less complex 3-D models, we carried out full-wave simulations using TEMSCI-FD, a solver based on the finite-difference time-domain (FDTD) method. Based on the results, we introduced an improved formula as a variant of the formula suggested by the IEC 62305-4 standard. Both formulas can be used to determine the distribution of the peak-values of the magnetic field strength inside a single-layer grid-like shield. The new variant is more complex; yet, more accurate and still sufficiently straightforward for engineering applications. Nevertheless, a comparison of its error to the prediction error of several ML models showed that there is still room for improvement.

To complement the improved formula, we built a sparse PCE to predict the effect of any modification on the geometrical configuration of the grid-like shield. The PCE allows for extrapolation from the results of either the improved formula or another computational method. It can be used to account for variations in the mesh size, the radius of the rebars, the number of layers, the distance between the layers, and the distance between the hoops.

The Sobols’ indices calculated from the coefficients of the PCE showed that when it comes to computing the magnetic field inside a reinforced concrete building struck by lightning, the number of hoops can be neglected but the mesh size and the number of layers must be considered.

Also, based on the results of 256 simulations, we built twelve surrogate models to calculate the peak-values of the currents in three different cables routing in a reinforced concrete duct: a protective conductor represented by a bare conductor, an LV cable represented by an insulated cable, and a control cable represented by a coaxial cable. Half of the models are sparse PCEs, and the other half are Kriging models. The idea is to compare the predictions of the PCE and Kriging models to ensure the accuracy of the results. To have a larger set of predictions to compare, it would be ideal to increase the size of the dataset and build auxiliary surrogate models.

Further research could also consider additional buildings and cable ducts could. However, since the lightning current distributes among the earth-termination system,
the cable ducts, and soil-contacting conductors leading away from the building during a direct strike, by considering one duct we consider a worst-case scenario.

The measurements of the impedance of the ducts at the new lightning testing facility of EDF Power Networks Lab proved that our representation of reinforced cable ducts in numerical models is appropriate. Yet, those were the first measurements performed at the installation. There is still a great number of tests that could be conducted to validate the representation of other components of the electromagnetic environment in our numerical models.

The error estimated for the surrogate models presented in this work was calculated considering the results obtained from full-wave simulations as the true values. The error of the 3-D models used to carry out the simulations is yet to be quantified.
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