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Introduction

En Europe, il existe une forte concurrence entre les opérateurs mobiles. Ce contexte
actuel affecte et entraine une baisse du chiffre d’affaires et de la rentabilité des réseaux
mobiles. Dans cet environnement de forte concurrence vient s’ajouter la problématique
de la montée en débit. En effet, pour résoudre cette problématique & court et & moyen
terme, la densification du Réseau d’Accés Mobile (RAN) est envisageable, mais cette
solution s’avérera inefficace a long terme. En plus, cette densification de ’architecture
actuelle entraine 'augmentation des cotts d’exploitation, de déploiement et accroit la

complexité de gestion du RAN notamment celle liée au management des interférences.

Afin d’augmenter le débit utilisateur sur l'interface air et améliorer la qualité de
service, des techniques d’amélioration de linterface radio telles que le « coordinated
Multipoint (CoMP) » ou le « enhanced Inter Cell Interface Coordination (eICIC) » sont
implémentées. Ces techniques d’amélioration de débit sur 'interface radio présentent de
fortes contraintes en termes de latence et leur implémentation est difficilement mise en

ceuvre avec 'architecture réseau d’accés mobile actuelle telle qu’elle est décrite.

Face a tous ces enjeux et afin d’augmenter la rentabilité des réseaux d’accés mobiles,
les acteurs du monde des télécommunications doivent réfléchir & une nouvelle architecture

qui permettra :
e La réduction des couts d’exploitation et de déploiement
e La réduction de la consommation d’énergie
e De supporter les standards actuels et futurs des réseaux d’accés mobiles.

Une nouvelle architecture innovante nommée Cloud ou Centralized Radio Access Network:
(C-RAN) ou Mobile Cloud (MC) est proposée pour satisfaire les différentes exigences
non-exhaustives citées ci-dessus. Dans l'architecture traditionnelle, le site d’antennes
est essentiellement constitué d’'un module radio nommé RRH (Remote Radio Head)
et d’une entité de traitement de données numériques appelée BBU (Base Band Unit).
L’architecture C-RAN consiste a déporter la BBU du site d’antennes vers un local distant
(situé a plusieurs kilomeétres du site d’antennes) sécurisé désigné par le terme de CO
(Central Office). La RRH reste sur le site d’antennes. Ce déport des BBU vers le CO
fait apparaitre un nouveau segment réseau entre la BBU et la RRH appelé fronthaul. Le
lien fronthaul est soumis & certaines contraintes qui imposent la fibre optique comme le
média de transport idéal pour implémenter ce dernier. D’ou le titre de cette thése :la

fibre en support du Mobile Cloud. Cette thése se focalise donc sur ’étude des différentes
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solutions potentielles permettant I'implémentation d’un lien fronthaul optique.

Ce manuscrit de thése est constitué de trois chapitres. Le premier chapitre constitue
Iétat de lart. Cet état de l'art relate les différentes architectures filaires utilisées dans
le réseau backhaul et les différents standards des RAN actuels. Ce chapitre a pour but
de fournir une vue d’ensemble sur la problématique. Il identifie les principaux axes
de recherches abordés durant cette thése et présente les différentes solutions étudiées
permettant la mise en ceuvre du lien fronthaul. Le deuxiéme chapitre est consacré a
I’étude du paramétre de la gigue sur un lien fronthaul. Rappelons que la gigue est la
variation de phase du signal et que cette derniére affecte les performances du systéme.
Quant au troisieme chapitre, il présente les principaux résultats de deux solutions
potentielles qui ont pour but de simplifier I'implémentation du lien fronthaul & moindre
coit. Le premier systéme présente une solution auto accordable en longueur d’onde qui
permettra de s’affranchir des contraintes liées a la complexité de la gestion des longueurs
d’onde rencontrée dans les architectures basées sur les techniques de multiplexage
en longueurs d’onde classiques. Le second systéme présente une solution mono fibre
implémentant un dispositif de supervision du lien optique. Une synthése du document et

les perspectives de cette thése sont proposées dans la partie conclusion et perspectives.

Dans cette thése, plusieurs expérimentations ont été menées portant principalement
sur la gigue et les solutions de déploiement de l'interface fronthaul. La qualité de la
transmission fronthaul est évaluée en Taux d’Erreur Binaire (TEB) et la qualité de bout
en bout de la transmission radio LTE est évaluée en EVM (Error Vector Magnitude)
définie par la 3GPP.



Chapitre 1 : Etat de DPart

Le réseau d’accés mobile actuel est constitué du réseau bachkaul qui permet de
transporter les données du réseau d’acces radio vers le réseau coeur. La premiére partie
de ce chapitre présente un récapitulatif succinct des normes RAN telles que la 2G,
3G, 4G, et les enjeux de la 5G. Les caractéristiques en termes de débit et des entités
architecturales du RAN y sont décrites. Les technologies filaires permettant le transport
du réseau backhaul telles que le xDSL (Digital Subscriber Lines) et le réseau PON
(Passive Optical network) y sont également décrits. Aussi, le C-RAN vient proposer un
nouveau segment réseau nommé fronthaul qui est obtenu grace au déport de la BBU du
site d’antennes vers un CO. Le réseau backhaul est donc naturellement déplacé du site
d’antenne vers le CO. Le fronthaul utilise la technologie de la radio sur fibre numérisée
désignée par le terme anglais de D-RoF (Digitized Radio over Fiber). La D-RoF dédiée
au fronthaul est définie par trois standards qui sont : le CPRI (Common Public Radio
Interface), ’'OBSAI (Open Base Station Architecture Initiative) ou le ORI (Open Radio
Interface). Le CPRI est le plus utilisé dans le déploiement du fronthaul et constituera
la base de nos études. En plus du CPRI, nos études se cantonneront exclusivement a
I'étude de la 4G & travers la norme LTE (Long Term Evolution). Signalons aussi que
le déploiement de l'interface fonthaul et le CPRI sont soumis a certaines propriétés et

contraintes.

La premiére contrainte est celle liée au débit. En effet pour pourvoir numériser
les signaux radios, une quantification avec une résolution de 15 bits est appliquée aux
données radios analogiques 1Q. Cette grande résolution rend le signal radio numérisé plus
robuste, mais entraine une inefficacité en termes de débit. En effet, il existe un facteur
approximativement égal a4 16 entre le débit du CPRI et débit de la LTE. Par exemple, le
transport d’un débit a 150 Mbit/s issu de la LTE a 20 MHz, d’une configuration MIMO
2X2, nécessite un débit CPRI de 2.45 Gbit/s. La deuxiéme contrainte est liée a la latence
introduite par le lien fronthaul. Cette latence doit permettre de respecter les contraintes
de délai imposées par les standards de la 3GPP pour s’assurer de la qualité de service. La
latence imposée par la méthode de transmission de données « HARQ (Hybrid Automatic
repeat Resquest) » permet d’établir la longueur maximale d’une liaison fronthaul. La
troisiéme contrainte indique que le taux d’erreur binaire d’une transmission fronthaul doit
étre inférieure ou égale & 10712, Ensuite, nous avons des contraintes liées a la disponibilité
de la fibre. En effet, la fibre optique étant une ressource rare, il est donc indispensable
de l'optimiser afin de permettre et de faciliter le déploiement du fronthaul. Afin de
permettre 'optimisation de l'utilisation de la fibre optique, la technique de multiplexage

en longueurs d’onde appelée WDM (Wavelength Division Multiplexing) est employée.
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Le WDM constitue la base de toutes les solutions étudiées permettant d’implémenter
Iinterface fronthaul durant cette thése. Ces solutions se divisent en trois catégories qui

sont :

e La solution passive : Cette solution utilise que des éléments passifs entre le site
d’antennes et le CO pour la réalisation d’un lien fronthaul. Cette solution basique

est simple & mettre en ceuvre et peu couteuse

e La solution semi-active : cette solution implique 'utilisation d’un équipement actif
du coté du CO et d’un équipement passif du cété du site d’antennes. Comparée a

la solution passive, elle permet une supervision du lien optique

e La solution active : Cette solution utilise des équipements actifs du coté du CO et
du site d’antennes. Elle permet non seulement la supervision du lien optique, mais

aussi le monitoring de chaque longueur d’onde implémentant un lien fronthaul.

Le déploiement du fronthaul est aussi soumis & certains aspects légaux. En effet, afin de
mieux définir les offres et situer les responsabilités entre 'opérateur fixe qui est chargé
d’implémenter le lien optique fronthaul et 'opérateur mobile, des points de démarcation
doivent étre établis d’'un commun accord entre différents acteurs. Enfin la derniére
contrainte présentée est la gigue. La gigue est définie comme la variation de la phase
du signal numérique qui peut entrainer des erreurs de transmission sur le lien fronthaul
ou dans le pire des cas une perte du signal d’horloge. La spécification CPRI définit la
contribution de la gigue sur la déviation du signal d’horloge d’une interface fronthaul.
Cette déviation est fixée & une valeur maximale de 2 ppb! . Enfin, rappelons que la gigue
constitue un phénoméne physique important a observer et a étudier afin de comprendre
son influence sur la transmission fronthaul. Les aspects de la gigue sur un lien fronthaul

sont traités dans le chapitre 2.

1ppb: part per billion



Chapitre 2 : Influence de la gigue sur l’'interface

fronthaul

Le segment fronthaul est une interface numérisée a haut débit, donc soumis au
phénoméne de la gigue. La gigue est une variation de phase du signal numérique qui
impacte les performances de la transmission numérique et peut entrainer la rupture de
la communication sur un lien fronthaul. Les sources de I'apparution de la gigue sur une
interface fronthaul peuvent étre nombreuse et diverses. Elle peut étre diie notamment &
une variation du courant qui alimente le laser, & un mauvais calibrage du signal d’horloge
ou au bruit blanc gaussien. Elle se décompose en deux principales catégories qui sont la
gigue déterministe et la gigue aléatoire. La gigue déterministe peut étre quantifiée, car
elle est bornée tandis que la gigue aléatoire peut étre estimée. Le critére d’estimation de
la gigue aléatoire proposé par la spécification CPRI est le taux d’erreur binaire (TEB).
On distingue aussi la gigue sinusoidale. En ce qui concerne cette derniére, la spécification
CPRI définit un niveau de tolérance de cette gigue par rapport a sa fréquence dans une
transmission fronthaul. La gigue totale est égale a I’addition de la gigue déterministe, de
la gigue aléatoire et de la gigue sinusoidale. L’étude de ce phénoméne physique sur un
lien fronthaul, débute avec la proposition un banc de mesure qui permet de récupérer un
signal optique et d’y introduire la gigue. Ce banc a été calibré et une erreur quadratique
de moyenne de 3.6% a été mesurée, ce qui permet donc de justifier la fiabilité du
dispositif proposé. La premiére étude consiste a introduire de la gigue sinusoidale sur le
lien fonthaul et de comparer le niveau de gigue mesuré au masque de tolérance proposé
par la spécification CPRI. Les résultats de cette expérience montrent que les effets de
la gigue sinusoidale ne dépendent de la fréquence de cette gigue mais plutdt de son
amplitude. En effet, en tenant compte du TEB & 10~!2 comme critére fonctionnement,
la transmission sur 'interface fronthaul n’est fonctionnelle qu’avec une gigue sinusoidale
mesurée de 0,4 Ul pour les fréquences allant jusqu’a 10 MHz. Le masque de tolérance
de la gigue indique que pour des fréquences allant de 0 & 1800 MHz la gigue sinusoidale
doit étre supérieure a 0.4 Ul Par conséquent, les transmissions fronthaul actuelles ne
respectent pas les recommandations indiquées par la spécification CPRI. Ce résultat
est di en partie, au fait que le codage de canal utilisé en l'occurrence le NRZ, ne
facilite pas la récupération d’horloge de telle sorte qu'une gigue sinusoidale de 0.4 UT est
assez suffisante pour perturber la récupération d’horloge et par conséquence introduire
des erreurs dans la transmission fronthaul. Aussi, la boucle a verrouillage de phase
utilisée dans un lien fronthaul se comporte comme un filtre passe bas par rapport a la

gigue sinusoidale. Ce qui permet I'expliquer I’annulation des effets fréquentiels de la gigue.

Le comportement d’une boucle & verrouillage de phase telle que représentée dans la
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littérature a fait 'objet d’une étude théorique qui a permis d’établir des équations afin de
simuler les effets des boucles a verrouillage de phase d’ordre 1, 2 et 3. L’étude théorique
permet aussi d’avoir un apercu sur la maniére dont dévie la fréquence porteuse de la RRH
par rapport a la présence de la gigue sur l'interface fonthaul. Le résultat de la simulation
de cette étude théorique montre que la déviation fréquentielle de la porteuse radio est
indépendante de la fréquence de la gigue sinusoidale, car la boucle a verrouillage de phase
se comporte comme un filtre par rapport a la gigue. Néanmoins, cette déviation de la
fréquence porteuse dépend de 'amplitude de la gigue. Un banc de mesure en grandeur
nature mettant en ccuvre une vraie plateforme commerciale impliquant une paire BBU -

RRH vient confirmer les résultats de I'étude théorique.

Mesurer la contribution de la gigue sur la déviation de I’horloge du signal CPRI
constitue un enjeu majeur de cette thése. En effet, le CPRI spécifie un maximum de
2 ppb de déviation fréquentielle diie a la gigue, mais ne propose aucune méthode de
mesure de cette derniére. Dans cette thése, un banc de mesure a été fourni afin de
mesurer cette contribution de la gigue sur déviation fréquentielle. Deux méthodes sont
proposées la premiére considére que la source d’horloge qui asservit la BBU est accessible
et la seconde lorsque le signal d’horloge est récupéré a travers le signal CPRI. Dans le
deuxiéme cas, il est nécessaire de remettre en forme le signal d’horloge et le régénérer
grace a un récupérateur d’horloge afin d’obtenir une horloge stable. Le signal d’horloge
stable et les données contenant de la gigue sont mélangés par un mixeur puis le signal

résultant est transmis a 'analyseur de spectre qui va procéder a la mesure.

Dans ce chapitre, plusieurs bancs de mesure ont été implémentés afin de comprendre
les effets de la gigue sur un lien fronthaul et aussi sur la déviation de la fréquence
porteuse de la RRH. De ces études, il en ressort que le masque de la gigue sinusoidale
proposé par la spécification CPRI n’est pas respecté par les interfaces fronthaul telle
qu’elles sont implémentées présentement. Afin d’avoir les outils adéquats pour évaluer la
gigue sur un lien fronthaul, il est donc nécessaire de redéfinir le masque de tolérance de

la gigue sinusoidale.

Le déploiement du fronthaul doit étre optimisé en termes de cotit et de gestion des
ressources. Le chapitre 3 aborde la question des fronthaul & moindre coiit en présentant
deux architectures. La premiére traite un systéme auto-accordable en longueur d’onde a
moindre colt et la seconde présente une solution compléte mono fibre pour le déploiement
du fronthaul.
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Chapitre 3 : Solution expérimentale pour le déploiement

d’un lien fronthaul

Le déploiement du fronthaul doit tenir compte des aspects d’optimisation de
ressources, de cotits et du respect de régles de régulations. La technique WDM permet
d’optimiser les ressources optiques en transportant les flux de données de plusieurs liens
fronthaul sur une ou deux fibres optiques. Lorsque le WDM est utilisé, il vient se poser
la question de la gestion des différentes longueurs d’onde. En effet, chaque lien fronthaul
est affecté d’une paire de longueurs d’onde dédiée. I.’augmentation de la complexité dans
la gestion des stocks de ces longueurs d’onde sera prévisible lorsque le réseau fronthaul
prendra de 'ampleur. Cette problématique sera plus importante dans le cas particulier
du DWDM (Dense WDM). Afin d’affranchir le réseau fronthaul de la complexité en
gestion de longueurs d’onde, le systéme auto accordable en longueurs d’onde, nommeée
self-seeded basé sur un RSOA (Refletive Semiconductor Optical Amplifier), appliqué sur
un lien fronthaul est étudié. L’impact de ce laser est scruté sur l'interface fronthaul, sur

la transmission LTE de bout en bout et sur la déviation radio de la RRH.

[’'un des enjeux majeurs de cette thése est de pouvoir proposer ou analyser des
systémes qui permettent d’optimiser au mieux la ressource fibre optique dans le
déploiement du fronthaul car cette derniére est une ressource rare et couteuse. La
technique du WDM est utilisée dans la mise en ceuvre du fronthaul pour réduire le
nombre de fibre optique utilisée. Si 'on considére un site d’antennes et un CO ou 'on
veut assurer la communication bidirectionnelle entre ces deux entités (BBU et RRH), une
paire de fibres optiques doit étre installée. Une fibre optique est utilisée pour transporter
les flux de données agrégés dans le sens montant et I’autre fibre aura pour but d’assurer
la communication dans le sens descendant. Cette solution s’appelle la solution WDM
a double fibre. Dans notre thése, nous proposons I’é¢tude d’un systéme mono fibre ot
la communication bidirectionnelle est assurée sur une seule fibre optique. Les aspects
de régulation imposent que ce systéme dispose d’un mécanisme de supervision du lien
optique. Par conséquent, afin de proposer une solution compléte d’un systéme mono
fibre, nous allons présenter un dispositif de supervision de d’un systéme WDM mono
fibre. Ce systéme de supervision constitue la partie innovante dans la solution WDM

mono fibre proposée pour le déploiement du fronthaul.
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1. I’impact du systéme auto accordable self seeded sur le fronthaul

Dans cette partie, une source laser auto accordable basée sur un RSOA est étudiée.
Le RSOA émet un signal optique sur une large bande plus précisément dans la bande-O
dans notre cas. Le signal émis est filtré par un AWG (Array Wavelength Guide) au canal
désiré puis le signal est réfléchi par un miroir placé aprés ce denier. Le signal repasse
par le canal de PAWG souhaité et est a son tour réfléchi par la face réfléchissante du
RSOA. Cette face réfléchissante du RSOA et le miroir placé aprés 'AWG constituent la
cavité du laser. La longueur de la cavité peut varier en changeant la longueur de la fibre
entre TAWG et le RSOA. L’amplification du signal optique est obtenue aprés plusieurs
aller-retours de ce dernier dans la cavité. Ces différents aller-retours font apparaitre des
modes longitudinaux dans le laser d’ou le qualificatif de source multimode attribué au
laser self seeded basé sur un RSOA.

La principale contribution concernant ces travaux, est la proposition d’un banc de
mesure pour étudier les effets de la source auto accordable, & moindre cotit, le self seeded,
sur le fronthaul. Ce banc de mesure est constitué d’une source self seeded basée sur un
RSOA qui est attaquée par des trames CPRI. Le signal optique obtenu est envoyé sur
de la fibre dont la longueur varie entre 0 km, 30 km et 60 km. Durant cette étude, la
longueur de la cavité variera entre une cavité courte (<10m), 1 km, 2 km et 5 km. Aussi,
le débit CPRI variera entre 1.22 Gbit/s et 2.45 Gbit/s.

Les premiers résultats présentés sont relatifs aux tests de TEB effectués. Pour les
transmissions a 1.22 Gbit/s, le TEB est inférieur & 10712 et respecte donc les spécifications
du CPRI. Ce résultat est valable pour toutes les longueurs de cavité testées et pour des
transmissions de 0 km et de 30 km. Les performances en TEB 4 0 km et a 30 km de
transmission sont identiques. Ceci est di au fait que la dispersion chromatique est assez
faible par rapport au type de fibre optique utilisé (SM-28) dans la bande-O. Pour une
transmission & 2.45 Gbit/s, la spécification CPRI n’est pas vérifiée en termes de TEB.
En effet, on mesure un TEB de 107?. Les performances pour les différentes longueurs
de transmission ne sont pas équivalentes. Cette différence de performance résulte de
la combinaison des effets de la dispersion chromatique qui est faible mais pas nulle et

du bruit de phase important présent dans la cavité di aux différents modes longitudinaux.

Les effets du self seeded basé sur un RSOA sur la transmission radio LTE de bout
en bout sont aussi étudiés. Rappelons que la qualité radio LTE est mesurée a travers
PEVM qui traduit 'erreur d’une constellation par rapport & une constellation idéale. La

3GPP définit le niveau EVM & ne pas dépasser suivant les constellations. Pour le banc de
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mesure proposé pour cette expérience, nous disposons d’un générateur de trames LTE et
des modules qui permettent d’encapsuler et d’extraire les données LTE dans les trames
CPRI. Durant cette expérience, nous allons procéder aux changements des longueurs
de cavité et de transmission comme dans la précédente expérience décrite ci-dessus.
Les tests ont été effectués pour les constellations de QPSK (quadrature Phase Shift
Keying), 16-QAM (16-Quadrature Amplitude Modulation) et 64-QAM (64-Quadrature
Amplitude Modulation). Pour ces différentes modulations, les recommandations de la
3GPP sont respectées dans tous les cas de figure testés. De plus, 'EVM est conforme aux
spécifications indiquées bien que le TEB du lien fonthaul ne respecte pas le seuil 1072
désigné par le CPRI. Ce fait traduit une certaine robustesse du signal CPRI qui malgré
la dégradation du TEB permet de conserver un EVM adéquat sur une transmission de
bout en bout. Ce constat s’explique par le fait que la résolution de la quantification des

échantillons I(Q) est trés élevée et est égale a 15 bits.

Aussi, la quantité de gigue a été mesurée a l'aide d’un oscilloscope. Pour les 2
débits testés (1.22 Gbit/S et 2.45 Gbit/s) la gigue n’est pas conforme a celle décrite
dans la spécification. Cette quantité de gigue importante est due a la présence des
modes longitudinaux dans la cavité. Ces modes entrainent un bruit de phase important
synonyme de gigue dans le domaine fréquentiel. La latence a fait aussi 'objet d’étude.
Le temps de transmission du signal CPRI sur un lien fronthaul employant le self seeded
est égal au temps de la propagation du signal optique dans la cavité additionnée & celui
de la transmission de la fibre optique. D’aprés [32]| , en termes de latence, la LTE et la
LTE-A peuvent étre utilisées jusqu’a 30 km de transmission pour 5 km de cavité. Enfin,
les effets du systéme self seeded sur la déviation fréquentielle de la RRH sont étudiés.
En effet, la gigue importante présente dans une liaison fronthaul introduite par la nature
multimode du self seeded ne permet pas de respecter les recommandations de la 3 GPP
en termes de déviation fréquentielle et rend de ce fait I'application du systéme self seeded

sur le lien fronthaul impossible.

2. Solution compléte du systéme CWDM mono fibre pour le

fronthaul

Pour implémenter un lien fronthaul & moindre coit, il existe la technique WDM qui
permet d’agréger et de désagréger les différents flux de données grace aux multiplexeurs
optiques et passifs. Généralement, la communication bidirectionnelle est assurée par
deux fibres optiques. Afin d’utiliser moins de fibre pour la transmission fronthaul, le

CWDM mono fibre sera utilisé. En effet, il divise par 2 la quantité de fibre utilisée par
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rapport a la configuration CWDM double fibre et parfois pour les mémes performances.
La configuration mono fibre est atteinte grace aux transmetteurs optiques nommés SFP

(Small Form Factor Pluggable). Plusieurs types de SFP ont été évalués. Ces SFP sont :

e SWSF (Single Wavelelngth Single Fiber) : ce type de SFP utilise une longueur
d’onde pour I’émission et la réception du signal optique. Il utilise un coupleur 3
dB pour séparer I’émission de la réception et un isolateur pour protéger le laser du

signal de réception

e RIO (Reflection Immune Operation) : Ce type de SFP utilise une seule longueur
d’onde comme le précédent, mais dispose d’un annulateur d’écho afin d’éliminer les
interférences a la réception. Bien stir, ’avantage de ce dispositif permet d’améliorer

les performances de ce SFP par rapport au précédent

e CSC (Cooled Signle Channel) : ce type de SFP divise le canal traditionnel CWDM
en deux. Une partie est utilisée pour I’émission et 'autre pour la réception. Ses

performances sont approximativement égales a celles des SFP a double fibre.

Pour obtenir une solution mono fibre compléte, préte & étre intégrée dans le réseau, il faut
que cette derniére posséde un systéme de supervision du lien optique de transmission.
Notre systéme de supervision est basé sur la mesure de la puissance du mode transverse
magnétique de la lumiére rétrodiffusée de Rayleigh. En effet, la puissance de la lumiére
rétrodiffusée de Rayleigh est prépondérante lorsque qu’il y a une coupure de fibre optique.
Notre systéme est composé d’une diode laser, d’un PBC (Polarization Beam Combiner),
d’un puissancemétre optique et d’un miroir rotateur de faraday (FRM : Faraday Rotator
Mirror). Le fait de mesurer que la puissance du mode transverse magnétique permet de

réduire la puissance retrodiffusée de Rayleigh mesurée.

La diode laser attaque le PBC a travers l'entrée transverse électrique (TE) en
envoyant une puissance optique qui va servir de signal probe & une longueur d’onde de
1610 nm. Le PBC est relié au canal qui correspond a la longueur d’onde de 1610 nm du
multiplexeur. Du coté du site d’antennes, le FRM est placé a la sortie du canal a 1610 nm
du démultiplexeur. Le FRM a pour role de renvoyer le signal vers le CO ou se trouve la
diode laser, le puissancemeétre et le PBC. En plus, il applique une rotation de 90° a la
polarisation du signal lui arrivant afin de maximiser la puissance du signal de retour a
la sortie du mode transverse magnétique du PBC o1l y est raccordée le puissancemétre.
S’il n’y a pas de coupure de fibre et en considérant le canal & 1610 nm, le signal probe
de retour est prédominant sur la lumiére rétrodiffusée de Rayleigh. La puissance de la
lumiére rétrodiffusée de Rayleigh est négligeable par rapport au signal probe de retour.

Par conséquent, c’est la puissance de la composante transverse magnétique du signal
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de retour qui est mesurée. Lorsqu'une coupure est observée, la lumiére rétrodiffusée
de Rayleigh est prédominant dans la fibre. Afin d’évaluer les performances du systéme
de detection de coupure, le niveau de puissance correspondant au mode transverse
magnétique de la lumiére rétrodiffusée de Rayleigh doit étre dans un premier temps
mesuré. La mesure de cette puissance s’obtient en appliquant une coupure droite sur la
fibre. Un atténuateur optique variable permet de simuler cette coupure sur le lien optique
fronthaul. Lorsque la puissance mesurée correspond a la puissance mesurée lors de la
coupure droite décrite précédemment, alors, on peut considérer qu’il y a une coupure
de fibre dans la transmission optique. Ce systéme proposé permet de superviser un lien

fronthaul avec un budget optique de 20 dB.
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Conclusion générale et perspectives

Durant cette thése consacrée a I’étude d’un nouveau segment réseau nommé fronthaul,
nous avons identifié les questionnements et les enjeux cruciaux concernant la mise en
place de l'architecture C-RAN basée sur le média fibre optique. Plusieurs solutions
basées sur les techniques de multiplexage en longueur d’onde ont été étudiées. L’une des
contraintes et un des enjeux de I'implémentation du fronthaul est la gigue. Ce parameétre
essentiel a fait 'objet d’étude approfondie dans le chapitre 2. Plusieurs bancs de mesures
ont été mis en place afin de comprendre 'impact et I'influence de la gigue sur un lien
fronthaul. Il en résulte que pour des raisons intrinséques a la nature des transmissions
de l'interface fronthaul actuelle, le masque de de tolérance de la gigue sinusoidale décrit
par la spécification CPRI ne peut pas étre respecté. Afin de posséder un outil significatif
d’évaluation de la gigue sinusoidale, il est donc nécessaire de réévaluer le masque de
tolérance de cette gigue proposée par la spécification CPRI. Cette étude révéle aussi,
que les effets de la gigue sinusoidale sur la précision de la déviation du signal d’horloge
du signal fronthaul et de la déviation sur la fréquence porteuse de la RRH ne dépendent
pas de la fréquence de la gigue, mais plutot de 'amplitude de la gigue. Il a été montré
de maniére théorique et empirique que la PPL de la RRH se comporte comme un filtre
passe bas par rapport a la gigue ce qui permet d’inhiber les effets de la fréquence sur un

lien fronthaul.

Afin de simplifier la gestion des stocks des SFP colorisés, un systéme auto accordable
en longueur d’onde nommé self-seeded basé sur un RSOA a été étudié. L’étude en
laboratoire montre que la spécification en termes de TEB est respectée que pour les
transmissions a 1.22 Gbit/s. La gigue mesurée ne respecte pas les valeurs indiquées par
le CPRI a cause de I'important bruit de phase présent dans la cavité di aux modes
longitudinaux. La transmission LTE de bout en bout est conforme aux recommandations
de la 3GPP. L’étude en grandeur nature, avec une plateforme BBU-RRH nous permet
d’affirmer que ce systéme ne peut pas étre utilisé pour implémenter le fronthaul, car
elle provoque des déviations fréquentielles importantes qui ne correspondent pas aux
recommandations de la 3 GPP ou méme parfois une rupture de la communication entre

BBU et RRH.

La derniére partie de cette thése est consacrée a solution mono fibre compléte. Cette
solution est utilisée pour pourvoir réduire le nombre de fibres implémentées par rapport
a la solution CWDM double fibre. La solution compléte comprend des transmissions
fronthaul sur une seule fibre et un dispositif de supervision de la fibre optique de

transmission. Les liens fronthaul sont implémentés grace aux transmetteurs optiques
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appelés SFP. Le SFP SWSF utilise une seule longueur d’onde pour la communication
bidirectionnelle, le SFP RIO posséde un annulateur d’écho pour éliminer les interférences
du coté réception, ou le SFP CSC qui divise les canaux CWDM en deux ou chacune des
parties est utilisée soit pour I’émission, soit pour la réception. Le systéme de supervision
basé sur la réduction de la mesure de la puissance de la lumiére rétrodiffusée de Rayleigh
constitue la partie innovante de ce dispositif mono fibre. Ce dispositif de supervision est
composé d'un PBC pour réduire la puissance de lumiére rétrodiffusée de Rayleigh, d’un
FRM et d’un puissance métre. La réduction de cette puissance permet de superviser une

liaison fronthaul avec un budget optique de 20 dB.

Aprés des études menées sur le fronthaul, et aprés avoir identifiés les enjeux futurs,
nous orientons dans un premier temps, les travaux a venir vers le X-haul. En effet, le X-
haul est la capacité du réseau a transporter de maniére transparente tous les protocoles qui
définissent le fronthaul (CPRI, OBSAI, ORI). Afin de réaliser un tel réseau, les différents
protocoles devront étre encapsulés dans des trames Ethernet. Ce type d’encapsulation
impose 'utilisation de la transmission en mode paquet. Il serait donc intéressant d’étudier
Iimpact de la gigue paquet de I'interface X-haul sur les performances de la qualité radio.
Dans un second temps et a plus long terme, des travaux pourront étre menés sur la
nouvelle génération de fronthaul nommée NGFI (Next Generation Fronthaul interface).
En effet, le NGFI est une nouvelle Génération de l'interface fronthaul qui est en cours
de réflexion et qui permettra I'implémentation des futures normes telle que la 5G. Elle
consiste a déplacer certaines fonctions de la BBU vers la RRH. La communication entre
la BBU et la RRH se fera via le protocole Ethernet ce qui entrainera ['utilisation du mode
paquet sur les nouveaux liens fronthaul. Par conséquent 'impact de la gigue paquet du

NGFTI peut aussi étre étudié sur les performances radio.
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A

ADSL Asymmetric Digital Subscriber Lines.
APC Angle Physical Contact.

ARQ Automatic Repeat Request.

ASE Amplified Spontaneous Emission.
ATM Asynchronus Transfer Mode.

AWG Arrayed Waveguide Grating.

AxC antenna-carrier Container.

B

B-PON Broadband Passive Optical Network.
BBU Base Band Unit.

BER Bit Error Rate.

BF Basic Frame.

BFN Frame Number.

BS Base Station.

BSC Base Station Controller.

BSS Base Station Subsystem.

BTS Base Transceiver Station.

BUJ Bounded Uncorrelated Jitter.

C

C-RAN Centralized or cloud Radio Access Network.
CA Carrier Aggregation.

CAPEX Capital Expenditure.

CD chromatic dispersion.

CDR Clock Data Recovery.

CN Core Network.

CO Central Office.

CoMP Coordinated MultiPoint.
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CPRI Common Public Radio Interface.

CSC Cooled Single Channel.

CW Control Word.

CWDM Coarse Wavelength Division Multiplexing.

D

D-RoF Digitized-Radio over Fiber.

DCD Duty Cycle Distortion jitter.

DDJ Data Dependent Jitter.

DDMI Digital Diagnostics Monitoring Interface.
DeMUX De-multiplexer.

DJ Deterministic Jitter.

DoP Degree of Polarization.

DP Demarcation Point.

DSLAM Digital Subscriber Lines Access Multiplexer.
DSO Digital Storage Oscilloscope.

DU Digital Unit.

DWDM Dense Wavelength Division Multiplexing.

E

E-UTRAN Evolved-UTRAN.

ED Error Detector.

EDGE Enhanced Data GSM Evolution.

eICIC enhanced Inter-Cell Interference Coordination.
EMI electromagnetic interference.

eNB evolved-Node B.

EPON Ethernet Passive Optical Network.

ETSI European Telecommunication Standards Institute.

EVM Error Vector Magnitude.

F
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FEC Forward Error Corrector.

FR Faraday Rotator.

FRM Faraday Rotator Mirror.
FSAN Full Service Access Network.
FTTA Fiber To The Antenna.
FTTC Fiber To The Curb.

FTTH Fiber To The Home.
FTTN Fiber To The Node.

FTTx Fiber To The x.

G

G-PON Gigabit capable Passive Optical Network.
GEM GPON Encapsulation Method.

GPRS General Packet Radio Service.

GPS Global Positioning System.

GSM Global System Mobile.

H

HARQ Hybrid Automatic Repeat Request.
HDLC High Level Data Link Control.
HDSL High Digital Subscriber Lines.

HF Hyper Frame.

HSPA High Speed Packet Access.

I
IEEE Institute of Electrical and Electronic Engineers.
IST Inter-Symbol Interference jitter.

ITU International Telecommunication Union.

L
Lo Local oscillator.

LTE Long Term Evolution.
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LTE-A Long Term Evolution Advanced.

M
MIMO Multi Input Multi Ouput.
MUXs Multiplexers.

N

NG-PON2 Next Generation Passive Optical Network 2.
NGFI New Generation Fronthaul Interface.

NRZ Non Return to Zero.

NSS Network Switching System.

@)

OAM Operation Administration and Maintenance.
OB Optical Budget.

OBSAI Open Base Station Architecture Initiative.
ODN Optical Distribution Network.

ODU Optical Data Unit.

ODU2r overlocked Optical channel Data Unit 2.
OLT Optical Line Terminal.

ONU Optical Network Unit.

OPEX Operational Expenditure.

OPU Optical Payload Unit.

ORI Open Radio equipment Interface.

OTN Optical Transport Network.

OTU Optical Transport Unit.

OTU2r overlocked Optical channel Transport Unit 2.

P
PBC Polarization Beam Combiner.
PCS Phase Changing Speed.

PDYV Packet Delay variation.
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PED Phase Error Detector.

PJ Periodic Jitter.

PLL Phase Locked Loop.

PMD Polarization Mode Dispersion.
PON Passive Optical Network.
PtMP point to multipoint.

PtP point to point.

PtP WDM Point to Point Wavelength Division Multiplexing.

Q
QAM Quadrature Amplitude Modulation.

QPSK Quadrature Phase Shift Keying.

R

RAN Radio Access Network.
RAT Radio Access Technologies.
RAU Radio Aggregation Unit.

RB Rayleigh Backscattering.
RCC Radio Cloud Center.

RE Radio Equipment.

REC Radio Equipment Control.
RIN Relative Intensity Noise.

RIO Reflection Immune Operation.
RJ Random Jitter.

RM Radio Mobile.

RMS Root Mean Square.

RMSD Root Mean Square Deviation.
RNC Radio Network Controller.
RoF Analog Radio over Fiber.
RRH Remote Radio Head.

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 16
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Glossary

RRS Radio Remote System.
RRU Remote Radio Unit.
RSOA Reflective semiconductor Optical Amplifier.

RU Radio Unit.

S

SAP Service Access Point.

SFP Small form Factor Pluggable.
SJ Sinusoidal jitter.

SLAs Service Level Agreements.
SNR Signal to Noise Ratio.

SoP State of Polarization.

SWSF Single Wavelength Single Fiber.

T

TDM Time Division Multiplexing.
TEC thermo-electric cooler.

TJ Total Jitter.

TWDM Time and Wavelength Division Multiplexed.

U

UI Unit Interval.

UTMS Universal Mobile Telecommunication System.
UTRAN UMTS Terrestrial RAN.

v
VCO Voltage Controlled Oscillator.
VDSL Very high Digital Subscriber Lines.

VOA Variable Optical Attenuation.

\%%

WDM Wavelength Division Multiplexing.
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WDM-PON Wavelength Division Multiplexing - Passive Optical Network.

WEFEM Wireless Fronthaul Module.

X

XAUI 10 Gigabit Attachment Unit Interface.

xDSL xDigital Subscriber Lines.

XG E-PON 10 Giga Ethernet Passive Optical Network.
XG-PON 10 Gigabit capable Passive Optical Network.
XGEM XGPON Encapsulation Method.
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1. Context

In Furope, the competition between the mobile operators is so strong that the
profitability of the mobile network has decreased. The cost to implement, to operate and
to upgrade the mobile network is increasing while the revenues generated by the latter
are not sufficient. Therefore, the operators should find the way to reduce the Capital
Expenditure (CAPEX) and the Operational Expenditure (OPEX).

The mobile network constituted by the Radio Access Network (RAN) and the Core
Network (CN). The backhaul transport based on the access network, permits to link
the RAN and the CN [1]. The deployment of RAN is more expensive than the CN.
Several issues are met during the deployment and the operation of the RAN. Indeed, one
of several problems is the rent of the platform to install the antenna sites. Generally,
the rent of these platforms is expensive (31% of OPEX per year and per cell site [2])
and the mobile operators have some difficulties to access to these platforms making
the interventions of maintenance and upgrade infrastructure difficult on the cell site.
Another problem of traditional RAN is that the antenna sites are far from the entities
which control them. This geographical configuration affects the performance or the radio
interface and do not promote the deployment enhanced technologies of radio mobile like
Coordinated MultiPoint (CoMP). In addition, the development of small cells increases
the risk of the interference in the air interface and constraints the traditional RAN to
evolve and be more scalable. In summary, the traditional RAN has become expensive
for the mobile operator thus making it difficult the implementation of enhanced radio
technics or the future standard of radio mobile. In order to keep competitive, the

operators have begun to think about a novel RAN architecture.

The new architecture should allow:

Reducing CAPEX and OPEX

Reducing the power consumption (the energy saving is estimated 68% relative to
the traditional RAN [3])

Implementing high spectral efficiency for signal transport

Supporting the present and future radio mobile standards

Providing a platform for additional revenue generating services.
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The Centralized ? or Cloud ® Radio Access Network (C-RAN) is the innovative
architecture proposed to meet the requirements listed above. The C-RAN architecture
supports all the Radio Access Technologies (RAT) as 2G, 3G, 4G but in the following of
this work we focus only on the 4G technology. The traditional antenna site consists of
the Remote Radio Head (RRH) which performs the radio processing, and the Base Band
Unit (BBU) which carries out the digital processing [4] [5]. The principle of C-RAN
consists to move the BBU from antenna site towards the local secured belonging to an
operator called Central Office (CO). The move of BBU from antenna site to CO leads
to the appearance of a new network segment called “fronthaul”. The fronthaul link has
some requirements which impose the optical fiber as the best candidate to support the

transmission of data.

The general objective of this thesis is the study of different solutions available or
potential candidates allowing the implementation of fronthaul segment based on the

optical fiber.

2. Expectations of this thesis

The new fronthaul segment constitutes a big market opportunity. Its deployment
has been ongoing in Asia and has been announced in Europe. For this reason, the
telecoms manufacturers are interested in and propose several solutions to support the
fronthaul link. To permit ORANGE to understand the strengths and the weakness of
different solutions proposed by the different vendors, several studies have been performed
on different prototypes aiming had checking the requirements in order to confirm or
invalidate these fronthaul solutions. This document does not describe all tested solutions

but only the operation principle of those considered as relevant by ORANGE.

The transport of wireless signal from the antenna site to the CO requires a specific
technique. Analog Radio over Fiber (RoF) is one of possible candidates for wireless signal
distribution over optical fiber transmission [6]. Although this technology is considered as a
potential solution, it presents low performances for the transmission of broadband wireless
signals on a long distance. To face to these poor results, the wireless signal is digitized
hence the appearance of Digitized-Radio over Fiber (D-RoF) technology. Therefore, the
D-RoF technology is used to transmit the data on the fronthaul interface and per some
specifications. Generally, these specifications specify the use of 15 bits as resolution

bandwidth.

2Centralized: means that the BBUs are stacked in the CO
3Cloud: means that the resources of BBU are pooled and shared between several antenna sites
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This high-resolution bandwidth ensures a high performance of the radio signal over optical
fiber transmission but entails a poor spectral efficiency on the fronthaul link. One
consequence of this poor spectral efficiency is a high data rate on the fronthaul link.
The high data rate of fronthaul makes more sensible the data to the jitter phenomenon.
The jitter is a physical phenomenon which affects the digitized data. It causes the errors
and the loss of the clock on the transmission link. One part of this thesis is to analyze
this phenomenon on the fronthaul link. Test setups to study the impacts of jitter on the

frontaul link have been proposed.

3. Contents of the manuscript

The objective to this thesis is to provide tools to assess different fronthaul solutions
based on requirements for possible deployment of Centralized or cloud Radio Access
Network (C-RAN) architecture in the ORANGE network. It is a thesis for which the
studies are oriented to experimental works. The manuscript is made up of an introduction,

three chapters, and a conclusion. The three chapters are:

e Chapter 1: State of the Art
In this chapter, a brief description of the evolution of radio mobile, fixed network
and backhaul network is presented. The goal is to have a global vision on the
context in which the novel architecture C-RAN has been proposed. Then, the
C-RAN architecture is depicted. The different steps and the different requirements
of this architecture are described. Then, the operation principles of some assessed
solutions for C-RAN are presented. Finally, the future fronthaul generation to allow
the deployment of future standard of radio mobile is also described. This state of

the art permits to better understand the context and the challenge of this thesis.

e Chapter 2: Jitter parameters on a fronthaul link
The objective of this chapter is to better understand the impact of the jitter on a
fronthaul link. At first, the jitter and its effects are defined. Then measuring setups
are proposed to measure and to study the effects of jitter on a fronthaul link and
the jitter impact on the radio frequency deviation of RRHs is studied. According to
the commercial RRH used, the response to this frequency deviation is not the same.
A theoretical study is performed on a basic electronic system of RRH. The goal
of this study is to provide a reference on the jitter impact on the radio frequency
deviation. Finally, the impact of jitter on the frequency deviation of a commercial

RRH is deeply analyzed.
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e Chapter 3: Experimental solution for a fronthaul link
In this chapter, some experimental solutions for the fronthaul link are presented.
A low cost and colorless solution is described. Then a single fiber solution

implementing a monitoring scheme is introduced.

Then after a synthesis of the previously described chapters, conclusions are drawn. It
summarizes the results of different experiences performed during this thesis and presents

the perspectives for the works ahead
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Chapitre 1 : State of the art

1.1 Radio mobile technologies

The main goal of Radio Mobile (RM) is to permit to everyone to communicate
everywhere and whenever. To achieve this objective, a quick and great evolution of RM
technology has been performed during the last thirty years. Currently, four generations
of RM technologies exist and the standardization of the fifth generation is ongoing.
Generally, the Radio Mobile (RM) architecture is divided in two parts:

e The Radio Access Network (RAN)
e The backhaul and Core Network (CN).

Relative to the subject we deal with, only the RAN and backhaul will be presented. The
RAN is constituted of:

e Base Station (BS): It is the equipment that manages the Radio link between the

end users and the network
e BS controller: It is the entity that controls and manages the BS.

The main goal for successive generations of the RM technology, the main issue has been
the increasing the throughput in the air interface. Nowadays, more people use the data
through the RAN. Thus, the volume of the data has significantly grown. A linear increase
of the number of Base Stations (BS) (antenna cell sites) to solve the increasing data
volume is not suitable. Indeed, to face to this problem, a new RAN architecture must
be thought. In order to understand the different challenges of this new architecture,
the evolution of the RAN is presented in this section. For the 2G, 3G, and 4G RAN
technologies, a general description and the evolution of each technology are given. A brief

description of the future 5G is also provided.

1.1.1 2G technology

2G or the second generation of mobile systems is the first digital RAN. Several
standards exist for 2G among them the Global System Mobile (GSM) that is mainly used
in Europe [7] . GSM is composed of the Base Station Subsystem (BSS) and the Network
Switching System (NSS) [8]. The BSS is a part of GSM that assure the communication
between the user equipment and the core network (NSS) [8]. The BSS is constituted of
the Base Transceiver Station (BTS) and the Base Station Controller (BSC). The figure
1.1 describes the general architecture of GSM.

The BTSs are connected to the BSC via the interface A bis (backhaul network) and
the BSCs communicate with the core network through the interface A. The BTSs contain
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Core
Metworlk

Figure 1.1: Basic architecture for GSM

of radio Transmitter/Receiver Modules (TRX) which perform the signal processing
(digital and analogue signal processing). The BSC switches the traffic from the core
network to the corresponding A-bis interface. Furthermore, it aggregates this traffic from
BTS to the core network.

GSM has been designed for voice communication. The air transmission rate of GSM
is 24.7 kbit/s. The GSM has two major evolutions:

e The General Packet Radio Service (GPRS) achieves a theoretical maximum rate of
171 kbit /s

e The Enhanced Data GSM Evolution (EDGE) achieves a theoretical maximum rate
of 473.6kbit /s.

The backhaul segment uses copper interface based on E1 (2Mbit/s) over xDigital
Subscriber Lines (xDSL). Nevertheless, optical access and microwave technologies are
not excluded to support the 2G backhaul. The source of synchronisation for BTS is also
provided by the backhaul.

1.1.2 3G technology

3G is the third generation of Radio Mobile. As 2G, several standards based on
different technologies exist in 3G. The common requirement imposed to the data rate
of these standards must be at least of 2 Mbit/s for indoor, 384kbits/s for outdoor and
144 kbit/s for vehicular environment. In Europe, the standard called Universal Mobile
Telecommunication System (UTMS) [9] [10] is the most used. UMTS system is also
divided in two parts which are for one part the backhaul and Core Network (CN) and for
a second part the RAN called UMTS Terrestrial RAN (UTRAN). UTRAN consists of:
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e A node B: represents the base station
e A Radio Network Controller (RNC): manages the nodeB elements.

The figure 1.2 depicts the basic architectures of UMTS.

RNC

Figure 1.2: Basic architecture for UMTS

A set of node B elements controlled by a RNC is called Radio Network Systems (RNS).

Generally, the nodeB is separated in two entities that are:
e Radio Unit (RU): performs the radio processing
e Digital Unit (DU): performs the digital processing.

The main evolution of UMTS is the High Speed Packet Access (HSPA) standard described
in the 3 GPP Releases 5 [11], 6 [12] and 7 [13|. The HSPA permits to achieve a theoretical
rate of 14.4 Mbit/s on downlink and 5.8 Mbit/s on uplink. The HSPA-+ can reach
42 Mbit/s on downlink and 11.5 Mbit/s on uplink. Notice that optical fiber and microwave

are considered as the preferred medium for 3G backhaul.

1.1.3 4G technology

The Long Term Evolution (LTE) is the standard of 4G technology introduced by the
3GPP Release 8 [14]. The theoretical rate is 100 Mbit/s on downlink and 50 Mbit/s on
uplink, LTE RAN is named Evolved-UTRAN (E-UTRAN) [15]. E-UTRAN introduced a
new RAN concept completely different of the previous RAN architectures. It consists of
a single element called evolved-Node B (eNB) which is directly connected to the backhaul
and the core network (EPC: evolved Packet Core) through the S1 interface [16]. The

eNBs are able to manage themselves thanks to the X2 interface. The figure 1.3 illustrates
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L |
E-UTRAN Core
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Figure 1.3: Basic architecture for LTE

the basic architecture of LTE.

Like the Node B, the eNB is also generally divided in two entities that are the Radio
Unit (RU) and the Digital Unit (DU). These entities can have several names like Remote
Radio Head (RRH) for the RU and Base Band Unit (BBU) for the DU. At the beginning
of LTE, RU and DU tasks were managed by the same device. Then the separation of
these tasks in two entities has been performed in order to optimize the space and reduce
the losses between the antenna and the equipment that processes the radio signal. The
main enhancement of LTE is the Long Term Evolution Advanced (LTE-A) [17] [18]. In
order to increase his throughput, LTE-A develops several technics focused on the physical
layer, such as Carrier Aggregation (CA) [19], Coordinated MultiPoint (CoMP) [20] and
enhanced Inter-Cell Interference Coordination (eICIC) [21]. Its target is to get 1Gbit/s
on downlink and 0.5Gbit/s on uplink. The preferred medium for backhaul is optical fiber

but microwave could support such backhauling throughput.

1.1.4 5G technology

5G or fifth generation of mobile networks is the future generation of RM. It is ongoing
standardization through the 5GPP. Some 5G expectations and features are defined [22]

and are listed below:

e Capacity and throughput improvement high data rate (approximately 10 Gbit/s as

cell data rate)
e Save up to 90% of the energy

e Network densification
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Figure 1.4: Backhaul network

e Reduce the latency

e Autonomous applications and network management, allowing Internet of Things.

The beginning of the commercial deployment of the future 5G system is expected in
years 2020.

In order to establish the connectivity between the transmitted stations (BTS, NodeB)
and the radio controllers (BSC, RNC) for 2G and 3G or between the eNodeB and the core
network, the fixed infrastructures (copper, microwave, fiber) are generally used. In this
way, a network segment appears between these entities and this segment is called backhaul.

The following section describes some infrastructures used in the mobile backhaul.

1.2 Mobile backhaul

The communication between the RAN and core elements is essentially based on the
backhaul network. The backhaul network can be supported by the fixed network and
by the wireless network. Regarding the bandwidth necessary to the data transmission
different physical mediums like cooper, microwave or fiber are used. The figure 1.4 shows

the mobile backhaul in the mobile network architecture.

The backhaul network is based on two network segments: the access and the
aggregation networks. In the following part, only the access architectures based on the

wired technologies are presented.

1.2.1 Access network architecture based on the copper
1.2.1.1 xDigital Subscriber Lines (xDSL)

The xDSL architecture consists of the Digital Subscriber Lines Access Multiplexer
(DSLAM) which is connected to the customers with a twisted-pair copper and the network
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operator by the optical fiber [23|. The copper presents about 1 MHz of bandwidth of which
4 kHz is used by the voice in the telephony grid. The xDSL technologies permit to use the
remaining part of the bandwidth to transmit the data and synchronization. The figure

1.5 draws the architecture of xDSL technologies.

Customer
Phone

|
filter |

modem

DSLAM
¢

Operator
network

Optical
fiber

Twisted pair
copper line

Customer

Figure 1.5: xDSL technologies architecture

There are two categories of xDSL technologies following the transmission mode:

e Asymmetric transmission mode: The bit rate between uplink and downlink are

different. Generally, the bit rate of downlink is higher than the uplink

e Symmetric transmission mode: the uplink and downlink bit rate is the same.

Following the standardization, one or several twisted copper lines can be used.

Concerning, the copper infrastructure, the Asymmetric Digital Subscriber Lines (ADSL)
and the High Digital Subscriber Lines (HDSL) are the most used in fixed access network
by the different operators to provide different services to the customers. The Very high
Digital Subscriber Lines (VDSL) technology is used to complete the Fiber To The x
(FTTx) infrastructures. In 2011 the ITU has started to develop a new standardization
through the G. Fast project (Gbit/s working in duplex mode). The idea is to realize a
hybrid architecture mixing fiber and copper that should provide ultra-high speed over
the last meters (20 m — 250m) before reaching the customers, reusing the twisted pair

copper lines.

The table 1.1 describes the different xDSL technologies standards. It gives the features
like: the bit rate, the maximum distance between the customers and the DSLAM, the

transmission mode and number of the twisted pair cooper lines used.
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xDSL Rate Operating | Maximum | Number of | Transmission
Technologies| (Mbit/s) | channel Distance | twisted pair | mode
(km) copper
High bit- | 1.544 up | Full-duplex 3.6 20r3
rate DSL to 2.048 g .
High  bit- 7 Full-duplex 75 0 ymmetric
rate DSL
2
Symmetric 0.128 up | Full-duplex 3.6 1
DSL to 2
Symmetric 192 up to | Full-duplex 5 1or?2
High DSL 4.6
Asymmetric | 0.128 - 8 Downlink
DSL 0.01 - Uplink
0.64 5.4
Asymmetric | 0.128 - 12 | Downlink '
DSL 2 0.016 - Uplink
0.64 1 Asymmetric
Asymmetric | 0.128 - 24 | Downlink
DSL 2+ 0.016 - 1 Uplink
Very 15 - 53 Downlink
high DSL 1.54 - 2.3 Uplink 13
Very high 50 -100 Downlink ’
DSL 2 15 - 32 Uplink
Rate 0.6 -7 Downlink 5.4
Adaptive 0.128 - Uplink '
DSL 1.024
Table 1.1: The features of xDSL technologies
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Figure 1.6: Representation of differentnotions of FTTx
[24]

1.2.2 Optical Access Network

Nowadays, with the development of different applications (video streaming, social
networks) the customers require more bandwidth and more date rate. To face this request;
the limits of xDSL technologies are achieved for fixed customers and also for mobile
backhaul. In addition, the network of copper lines is old and gives rise to more OPEX.
The optical fiber is presented as the best candidate to overcome the limits of xDSL
technologies. In order to rise up the bit rate provided to the customers (here, for backhaul
and antenna cell site), the fiber must be brought nearest to the client. The set of the
technics necessary to bring the fiber near to the customers is designated by the term:
Fiber To The x (FTTx):

e The Fiber To The Node (FTTN): fiber is terminated in the street cabinet

e The Fiber To The Curb (FTTC): fiber is terminated in the cabinet which is close

to the premises of the customers
e The Fiber To The Home (FTTH): the fiber is provided until the home of the user
e The Fiber To The Antenna (FTTA): the fiber reaches the antenna cell site.

The figure 1.6 represents the different notion of FTTx and the figure 1.7 describes the
basic configuration of FTTA.

In the access network, the roll out of the fiber is based on the Optical Distribution
Network (ODN). At the end parts of this ODN, it exists two systems of transmission:

e The active system: This system uses the physical topology point to point (PtP).
The transmitter and the receiver are linked by either a dedicated pair of optical

fiber or a single fiber using two wavelengths. In case of massive deployment, this
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optical fiber link

Figure 1.7: Basic FTTA
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Figure 1.8: General architecture of PON

active system is very expensive due to the high number of transceivers and optical

fibers that are required

e The Passive system: This system has a tree topology. In the access network, the
passive system runs in the Passive Optical Network (PON). In France, ORANGE
uses the Gbit/s capable PON for the deployment of FTTH.

The PON is a point to multipoint (PtMP) architecture which consists of the Optical
Line Terminal (OLT) localized in the Central Office (CO), the optical power splitter
situated in the cabinet and the Optical Network Unit (ONU) or Optical Network Terminal
(ONT) which is installed to the end user [25] [26]. The OLT provides an interface between
the optical network access and service provider. The ONU provides the services to end
users. The figure 1.8 represents the basic architecture of PON.

Generally, PON uses the Time Division Multiplexing (TDM) to share the resources on
the uplink and the broadcast on the downlink. Different standardization entities working

on PON technology have already defined several generations [27]. The Broadband Passive
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B-PON G-PON XG-PON1 EPON XG-EPON
Standards | ITU-T ITU-T ITU-T G987 | IEEE802.3ah | IEEE802.3av
(983 (G984 ITU-T G9807
Bitrate Downlink: | Downlink: Downlink: 10 | Symmetric Downlink:
(Gbit/s) 0.155/0.622 | 1.244/2.488 | Uplink: 10 | 1.25 10 Uplink: 1
/1.244 Uplink: and 2.5 (asymmetric)
Uplink: 0.155/0.622 10
0.155/0.622 | /1.244 (Symmetric)
Wavelength| Downlink: | Downlink: Downlink: 1260-1360 Downlink:
(nm) 1490 1490 1575-1580 10 Uplink: 1
Uplink: Uplink: Uplink: 10 (asymmetric)
1310 1310 and 2.5 10
(Symmetric)
Optical 15/20/25 15/20/25/28 | 29-31 21-26 20-33
budget
(dB)
Traffic ATM GEM XGEM Ethernet Ethernet
mode (ATM,
TDM,
Ethernet)
Distance 20 60 40 20 20
(km)
Distance 256 256 128 16 or more 2016 or more
(km) 64

Table 1.2: The standards of PON

Optical Network (B-PON), Gigabit capable Passive Optical Network (G-PON), 10 Gigabit
capable Passive Optical Network (XG-PON) and the Next Generation Passive Optical
Network 2 (NG-PON2) have been defined by the International Telecommunication Union
(ITU) in coordination with the Full Service Access Network (FSAN). Furthermore, the
Ethernet Passive Optical Network (EPON) and the 10 Giga Ethernet Passive Optical
Network (XG E-PON) have been defined by the Institute of Electrical and Electronic
Engineers (IEEE). The main difference between these two standardizations (ITU and
[EEE) is the protocol used to provide some services. Indeed, the standards defined by the
[UT and FSAN use in the preliminary system the Asynchronus Transfer Mode (ATM) for
the voice, the Ethernet for the data. Now Ethernet is the common protocol supported at
the end faces of ITU PON systems. I'TU systems are more oriented than IEEE for network
operator operation due to the support of interoperability, operation and management
The standards defined by the IEEE use the

Ethernet for a market oriented of data center and campus. The table 1.2 summarizes the

channel, and class of service definition.

characteristics of the different standardization.

The wavelength at 1550 nm is used for video service in coexistence with all PON
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Transmission | categories Downlink Downlink | Wavelengths (nm)
systems Rate(Gbit/s)| Rate(Gbit/s)
Basic rate 9.95 2.48 .
TWDM Rate option 1 9.95 9.95 SOYZEﬁ.“?g;fﬂ%'ijS
Rate option 2 2.48 2.48 PHRE: "
Class 1 1.22 - 1.25 1.22 - 1.25 . .
PP WDM Class 2 2.45 - 2.66 | 2.45 2.66 ]13502‘1111116“21;/ uplink:
Class 3 9.8 — 11.09 9.8 ~ 11.09 i
Class 4 Still under study

Table 1.3: The mains characteristics of NG-PON2 standard

€T = Channel Termination
W = Wavelength Multiplexer

TWDM ONU

TWDM CT2

TWDM CTY TWDM ONU

J] TWOM ONU

TWOM PON

PP WM CT2

PP WOM CT3

e le WA - FOM]

PP WODM PON

Pif WOM ONU

Figure 1.9: General architecture for NG-PON2

technologies.

A new standard of PON designated by the term New Generation PON2(NG-PON2)
Furthermore, NG-PON2 proposes the Time and
Wavelength Division Multiplexed (TWDM) PON and the Point to Point Wavelength
Division Multiplexing (PtP WDM) as two transmission flavors systems (figure 1.9). This
system should be able to reach 40 Gbit/s [29]. The main characteristics of NG-PON2 are
listed in the table 1.3 [30]:

The data rate of the backhaul depends on the RAN technologies. For example, for
LTE, the data rate of the backhaul (S1 and X2 interfaces described in figure 1.3) changes
with the Multi Input Multi Ouput (MIMO) configurations and the bandwidth. The data
rate could achieve up to 3 Gbit/s on S1 interface for 8 X8 MIMO antennas. The following
figures give the data rate on the S1 interface and the X2 interface for the LTE-A [31] .

In terms of bitrate, some PON standards are not suitable to support LTE backhaul.

is ongoing to standardization [28].

The following table summarizes the different PON standards that can support 3G and
4G RAN technologies. Depending on the technologies, the backhaul protocol is different.
Indeed, for the 2G RAN, the TDM mode is used. For the 3G, the ATM and Ethernet are
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/ LTE-A Backhaul dimensioning per site N

51 data rate [Mbps] X2 data rate [Mbps]
3500 1000
==10MHz a0 =10 MHz
000 = MHr
800
-
2000 600 — 1) B H2
500
1500 + 400
1000 300
, A0
500 . %
0 ]
0 2 4 6 B 0 2 A 6 8
Number of antennas per sector (MIMO) Mumber of antennas per sector (MIMO)
Figure 1.10: Data rate for LTE-A backhaul
RAN technology | Backhaul bitrate for one cell PON standards
compatibility
3G HSPA 20 Mbit/s GPON, EPON, XG-PON1
LTE 200 to 800 Mbit /s XG-PON1
LTE-A 200 Mbit/s to 3 Gbit/s XG-PON working in
symmetrical line rate mode

Table 1.4: Backhaul supported by the PON standards in terms of data rate

the preferred protocols. For LTE, the backhaul is supported by an IP /Ethernet interface.
The overall tendency is going toward full IP for all technologies. The synchronization
is also provided by the PON systems and the OLT will act as the unique source of

synchronization for PON.

1.3 Mobile Fronthaul

One part of the deployment of the present RAN consists to lease some antenna cell
sites and to install there the base stations. The management and the maintenance of the
different base stations in these leased sites are not easy for the mobile operator because
some of them are not available every time. Furthermore, the base stations in the antenna
site consume a lot of power energy and footprint. In addition, the actual RAN architecture
makes difficult some RAN applications like the CoMP or the roll out of the future RAN
standards like 5G. Indeed, the delay of 5 ms on the X2 interface introduced by the CoMP
and the goal to reduce the latency in the 5G will be difficult to reach with the actual
configuration of the RAN architecture. Additionally, to the delay issue, for LTE, the
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REH: Remote Radio head

BBU: BaseBand Upat

CS5G: Cell-sate Gateway

D-RoF: Dagatal Radwo over fiber
(CPRI or OBSAI standard)

Figure 1.11: Step 1 of C-RAN: traditional base station

traffic on the X2 and S1 interfaces is not natively secured. Indeed, the communication
between eNB and the core network or between eNB is not encrypted. It is necessary to
secure the user data plane and the control plane. To address this issue two options are
possible. First of all, IPsec can be used to secure the communication on the X2 and S1
interfaces. The second option is to place the eNB in a safe operator site (like central
office). In order to face the limits of this present RAN architecture it is essential to think
to a new RAN architecture concept. This new RAN architecture is called Centralized or
Cloud RAN (C-RAN) and is presented in the next section.

1.3.1 Descriptions of C-RAN

The C-RAN is lined to an innovative architecture solution. It is described in 4 steps
detailed below [32].

The step 1 concerns the traditional generation of macro base stations. The radio-
frequency transmit and receive electronics (RRU) are located at the base of antenna
tower or in the building. Large diameter coaxial feeder cables are used to connect the
electronics and the antennas [32]. The figure 1.11 depicts the traditional generation of
macro base station. The step 2 also called “distributed base station” 33| consists to place
the RRH close to the antenna thus allowing a gain of 3 dB of losses (replacement of
the long coaxial feeders by a short one from RRH to antennas). This has a beneficial
effect also in terms of energy saving [34]. The BBU stays in the cabinet and is connected
to the CO via the optical fiber as shown in the figure below. The RRH and the BBU
are also connected by the optical fiber and use the Digital Radio over Fiber (D-RoF)
technology [35] [36] which is defined by the standard interfaces such as Common Public
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Central

Figure 1.12: Step 2 of C-RAN: Distributed base station

Radio Interface (CPRI) [37], Open Base Station Architecture Initiative (OBSAI) [38| or
Open Radio equipment Interface (ORI) [39] . The Cell Site Gateway encapsulates the
data for antenna cell site in order to transport them on the backhaul network. All of this

interfaces transport three types of information:
e The digitalized radio signal
e The management channel
e The synchronization.

Concerning the last bullet about synchronization, for these interfaces, the line rate acts
as the clock source for RRH. That is the main reason why in this manuscript we will take
attention to the jitter and wander of the transport of fronthaul interfaces.

In the step 3, the BBU is located remotely from the RRH, outside the cell site, in the CO.
This configuration is called BBU centralization or BBU hosteling with stacking. BBUs
of different base stations are co-located in the same CO. This central office is a restricted
site which reduces the security risks that are present in the unsecured cell site. In this
case, it is possible to reduce the delay of X2 interface because the BBU can be directly
connected between them. The figure 1.13 depicts the step 3 of C-RAN. The BBU and
the RRH are connected by the optical fiber through the ODN. The D-RoF technology
defined by the standard interface such as CPRI or OBSAI is used to transport the data
between the RRH and the BBU. A new network segment appears between the RRH on
the cell site and BBU in the CO called “Fronthaul” [40].

The step 4 of C-RAN is the Cloud-RAN, also called BBU pooling. In this case, a
centralized set of BBUs with resource pooling is capable of handling a large number of
RRHs located at different antenna sites [41]. The next figure shows the step 4 of C-RAN.
In the BBU pooling, the management aspects can be simplified because the BBU can
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Figure 1.13: Step 3 of C-RAN: BBU centralization or hosteling
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Figure 1.14: Step 4 of C-RAN: BBU pooling

handle soft handover which implies less signaling traffic instead of hard handover. One
BBU controls several antennas of different cell sites, thus the control plane related to
mobility in the mobile network is drastically reduced. Moreover, the number of S1 and
X2 interfaces is also reduced.

The C-RAN architecture has several advantages.

It permits to:
e Reduce the cost of infrastructure
e Reduce the cost of CAPEX and OPEX

e Improve the capacity of the system easing the implementation of radio transmission
technic such as the CoMP

In the following section, specifications about the fronthaul interface are described. The

requirements and the involved protocols on the fronthaul link are presented.

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 40
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Chapitre 1 : State of the art

Radio Equipment Control (REC) Radio Equipment (RE)

Controd & Syne Usar Control &  Sync. Usar
Natwork Mgmt, Mgrnt. Air
- 1 -
Interface L A | A AL & Interface
Layer 2 Layar 2
Layer 1 "TH' Layer 1

Digitized Radio Base Station
Internal Interface Specification

Figure 1.15: Schematic of CPRI Interface

1.3.2 Standard interface of the fronthaul link
1.3.2.1 Open Base Station Architecture Innitiative (OBSAI)

OBSAI is a specification that has been developed in 2002 by different companies
which are: Hundai, LGE, Nokia, Samsumg, and ZTE and defines the architecture of
base station. It has been developed to face the pressure to reduce the rising cost of base
stations . Also, the OBSAI should have to allow the interoperability and the compatibility
between modules of radio equipment providers. OBSAI is based on electrical standard
Ethernet 10 Gigabit [42]. It defines several data rates from 728 Mbit/s to 6.8 Gbit/s.
OBSALI sets the Bit Error Rate (BER) at 1075 or better. The jitter aspects have been
described by OBSAI The details of this parameter have been presented in the Chapter
2.

1.3.2.2 Common Public Radio Interface (CPRI)

The CPRI is a protocol designed by Ericsson AB, Huawei Technologies, NEC
Corporation, Alcatel Lucent and Nokia Siemens. It permits to establish a digitized
interface between the BBU and the RRH. The specification covers the physical layer (Layer
1) and the Data Link layer (layer 2). Three kinds of information flows are multiplexed
and transported over the interface. These information flows are: the user data plane,
the control management and the synchronization plane data. Figure 1.15 illustrates the
different flows and layers involved in the CPRI.

The Radio Equipment Control (REC) and the Radio Equipment designate respectively
the BBU and the RRH. The data of CPRI is transported through the digitized 1Q data.
Each 1Q data flow of user plane data reflects the data of one antenna for one carrier
called antenna-carrier Container (AxC). The control management plane is composed of a
Fast Control and Management supported by Ethernet, a Slow Control and Management
supported by the High Level Data Link Control (HDLC), a L1 Inband Protocol and

information relative to the vendor. The BER is set at 107!2. Several data rates from
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614.4 Mbit/s to 24.33 Gbit/s are defined [37]. The characteristics of jitter are described
in chapter 2.

1.3.2.3 Open Radio equipment Interface (ORI)

The Open Radio equipment Interface (ORI) has been developed by the European
Telecommunication Standards Institute (ETSI) in 2010, in order to bring more flexibility
and equipment interoperability with respect to the others standards such as CPRI and
OBSALI [43]|. The ORI is based on the CPRI protocol. Indeed, ORI modifies the layer 2 of
CPRI as shown in the igure 1.16. All data rate of CPRI are available in the ORI standard
excepted the 614.4 Mbit/s. One of specificity of ORI is the compression of digitized 1Q
data. The data compression is supported by the LTE and concerns only the bandwidths
of 10 MHz, 15MHz and 20 MHz. The IQ data compression should be compliant with the

following requirement [44]:

e The Error Vector Magnitude (EVM) deterioration caused by the
compression /decompression should be 3% most. Average measurement should be

made at least over 10 ms (10 consecutive subframes of LTE)
e The compression rate should be a minimum of 50%

e The maximum tolerated one-way latency caused by the compression and

decompression process should be 100 us (preferably 20us) for LTE.

More details about the compression and decompression requirements and the specification

of low layers are provided in [39].

1.3.2.4 Comparison between CPRI, OBSAI and ORI

Both CPRI and OBSAI are used to send digitized radio 1Q data. They are based
on the electrical standards from Ethernet 10 Gigabit Attachment Unit Interface (XAUI).
They have the same value of tolerated jitter but for different BER values. Despite of the
similarities between these two standards, the CPRI presents more capacity and simplicity
than the OBSAI. For example, when data rate of 3.072 Gbit/s is considered for both
CPRI and OBSAI standards, the CPRI permits to use 93.75% of the frame capacity
to send the used data, at least of 80% for the OBSAI The following table shows the
link bandwidth allocation for CPRI and OBSAI. CPRI has not fixed overheads unlike
the OBSAI protocol. The characteristic brings more flexibility at the CPRI. In spite
of OBSALI is the first defined interface between RRH and BBU, it has not succeeded to

impose itself on the market. Indeed, the CPRI is the most usual standard protocol due to
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Figure 1.16: Refined field from CPRI protocol overview by ORI

OBSAI | CPRI

User Data (IQ) 80% 93.75%
Control data (C&M) 4% 6.22%
Synchronization 0.25% | 0.02%

Table 1.5: Comparison between CPRI and OBSAI for a bit rate of 3.072 Gbit/s

its simplicity and its flexibility. In 2010 a new standard interface called ORI is established
by ETSI. There are few difference between the ORI and the CPRI because the ORI refines
only the layer 2 of the CPRI in order to bring more interoperability between the elements
of the base station. Compared to the CPRI, the ORI also allows the compression of the
data permitting to use less of bandwidth. However, ORI is not yet implemented by base
station vendors.

Nowadays, among the set of three standards (CPRI, OBSAI, ORI), the CPRI is the most
used on the fronthaul segment in the market. Indeed, the providers like ERICSSON
AB, Alcatel Lucent, or Huawei have base stations implementing the CPRI. Up to now,
ERICSSON AB and ALCATEL Lucent provide CPRI option 3 (2.45 Gbit/s). In France,
ORANGE has begun the test of C-RAN for the 4G deployment on several sites using a
fronthaul segment which implements the CPRI standard with the date rate of 2.45 Gbit/s.
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Because the CPRI is the most popular standard, our works and experiments will be based

on this standard interface on the fronthaul segment.

1.3.3 Fronthaul requirements

To implement a fronthaul segment, it is mandatory to respect some interdependent
requirements such as the technical aspects, business aspects, regulation and operation

administration management constraints.

1.3.3.1 Data rate

The bit rate of CPRI interface is constant. It can be set form 614.4 Mbit/ to 24.33
Gbit /s following the radio configuration. The CPRI data rate is obtained by the following

formula: ;
Data rate = M x S, x N X 2(6) X Cy x C (1.1)

Where:
e M: is the number of antennas per sector.
e S,: is the sampling rate used for digitization (sample/s/carrier).
e N: is the sample width (bits/sample).

o Q(é): is a multiplication factor for in — phase(I) and quadrature — phase(Q).

C: represents the factor of CPRI control word.

C: is a coding factor. C can be equal either 10/8 for 8B/10B coding or 66/64 for
64 /66B.

CPRI specification provides sampling rates corresponding to the different radio access
technologies and channels bandwidths as well as minimum and maximum values for 1Q
sample width. To illustrate the formula 1.1, we consider a LTE sector with 20 MHz of
bandwidth with a 2 x 2 MIMO configuration. In this case M = 2, S, = 30.72MHz,
N =15, C, =16/15 and C = 10/8 thus leading to 2.457 Gbit/s. The table 1.6 indicates
the data rate of CPRI following the RAN configuration corresponding to one carrier and

one sector.

1.3.3.2 Latency Parameters

Since the link between RRH and the BBU is at the level of the physical radio signal the

total latency that the radio signal can tolerate, includes the latency of the fronthaul. The
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RAN | GSM | GSM | UMTS UMTS| LTE 10 | LTE 10 | LTE 20 | LTE 10
1T1R | 1T2R | 1T1R | 1T2R | MHz MHz MHz MHz
2X2 4X2 2X2 4X4
CPRI | 12.304 | 24.608 | 307.2 | 614.4 1.228 2.457 2.457 4.915
Date | Mbit/s | Mbit/s | Mbit/s | Mbit/s | Gbit/s | Gbit/s | Gbit/s | Gbit/s
rate

Table 1.6: CPRI data rate in versus radio access technologies

most critical parameter comes from the uplink synchronization method Hybrid Automatic
Repeat Request (HARQ). The HARQ consists of an Automatic Repeat Request (ARQ),
an Error Detector (ED) and a Forward Error Corrector (FEC). It is used in the RAN to
ensure that the data is sent reliably from a transmitter to a receiver. The uplink HARQ
processes concerns the UE and the base station. In the LTE uplink HARQ process, if
the HARQ is transmitted in the subframe “n” the response ACK/NACK' is received
through the subframe “n+4" [45]. Therefore, the eNodeB should handle the request and
response within the next three subframes [46] after receipt the uplink data. The figure
1.17 illustrates the uplink synchronization HARQ method. In LTE, uplink and downlink
subframes are time-aligned at the eNB. Thus, the eNB processing should be less or equal
to 3 ms. In the case of C-RAN based on the optical fiber introduces between the RRH and
the BBU, the propagation delay of the signal on the fronthaul link must be considered.
In order to complete the timing requirement of uplink HARQ), the maximum latency on
fronthaul must be determined. This latency on the fronthaul link has to consider the
apropagation time on the optical fiber and in the air interface and the processing time
of the BBU. The most common round trip time values for fronthaul between the RRH
and the BBU is to 700 us for LTE and 400 ps for LTE-A [32] based on RAN vendor
specification (no standard value by 3GPP). In LTE-A, if the BBU and the RRH are
connected without active equipment, the time delay allows to reach 40 km one way of
optical fiber (80 km round trip time) between BBU and RRH. The figure 1.18 shows the
impact of the fronthaul on the delay processing.

The CPRI specification defines some time requirements. These requirements concern
the accuracy of delay on one way (uplink or downlink) or the round trip delay. The link
delay accuracy without cable length is +8.138 ns and the absolute accuracy of round trip
is +16.276 ns. The maximum absolute round trip delay without cable length is 5 us.
This latter constrains the RRH processing to be less than 5 us.

LACK/NACK: is an acknowledgement, message which is used in communicating processing to signify
the reception or not of message
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Figure 1.17: Uplink synchronous HARQ processing

1.3.3.3 Synchronization and jitter

The synchronization clock is provided to the BBU either by the Global Positioning
System (GPS) or by the network through the backhaul link using the Synchronous
Ethernet. The RRH clock for frequency generation is dependent on the BBU through
the fronthaul clock signal. Indeed, the CPRI generates a Basic Frame (BF) for each
260.42 ns corresponding on the chip time (Tc=1/3.84 MHz). A BF contains one Control
Word (CW) and fifteen (15) Words of I/Q sample bits from the different AxCs. The Hyper
Frame (HF) is constituted by 256 BI' and the first CW of the HF is used to synchronize
the BBU and the RRH.

The 10 ms CPRI Frame is formed by 150 HFs. the HF is designated by node B Frame
Number (BEN) (figure 1.19) in the 10 ms CPRI Frame.

The first BFNs sent from BBU to RRH serve to synchronize them. The HFs and
the BFs are set to zero except the first CW of the first HF that contains the first
synchronization byte called K28.5 used when the 8B/10B line coding is implemented.
When the RRH receives the first synchronization byte, the HFs and the BFs are set to
zero and the first K28.5 is sent back to the BBU. The BBU and the RRH are synchronized
(figure 1.20).

The maximum time to synchronize the BBU and the RRH is set to 10 s. The central
clock of RRH is based on the CPRI signal. The degradation of the CPRI signals such as
the jitter should affect the accuracy of the RRH frequency clock (figure 1.21). When the
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Figure 1.18: Determination of the fiber length for a fronthaul link

clock is inaccurate, errors could appear in the converting radio data. The jitter impact on
the frequency accuracy budget of the interface to the radio station is estimated according

to the following formula:

I
Ajittery, = f—\// 2. f2. 107 . df (1.2)
0 0

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 47
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Chapitre 1 : State of the art

Mode B Frame Number {(10ms)

Z is the hyperframe number
X is the basic frame number
within a hyperframe

1 Hyper Frame (HF) 66.67us ‘l

1 Basic Frame (BF)
260.42ns

Figure 1.19: BFN structure in CPRI
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Figure 1.20: Synchronization mechanism in C-RAN

Where:

o Ajittery,: is the contribution of jitter on the frequency accuracy

e fi: designates the cut-off frequency of the RE synchronization mechanism

e L(f): is the single side band phase noise in dBc/Hz acquired on the CPRI interface

e fo: is the frequency of the stable clock signal at the Service Access Point SAPs

which is the reference point for the jitter and the phase noise measurements.

The maximum cut-off frequency f; is fixed at 300 Hz and the maximum contribution

of jitter is fixed at 2 ppb relative to the radio base station frequency accuracy budget
(between Master Service Access Point (SAP) and the slave SAP). A Phase Locked Loop
(PLL) produces the received clock on the RRH slave port with the reference clock of
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Figure 1.22: RRH clock frequency deviation

BBU. The reference clock fy could be provided to the GPS signal or by the network. The
following figure shows the case where the reference signal is brought by the GPS [47]. The

figure 1.22 illustrates the maximum contribution jitter on the reference frequency.

1.3.3.4 Legacy aspects and monitoring on fronthaul link

In France, in order to preserve a healthy competition, the regulation aspects require
that the fiber provider supplies fronthaul solution to the mobile operator. In this case, the
responsibility of each partner must be clarified. To address this issue, a Demarcation Point
(DP) is defined. It permits to situate the responsibility limits between the mobile operator
and the fiber provider (figure 1.23). The fiber provider must provide the fronthaul solution
in form of wholesale offer defined by the Service Level Agreements (SLAs). Different SLA
can be defined depending on the chosen fronthaul solution, but the basic and necessary
one is the capacity to monitor the optical link and detect if there is failure. Indeed, the
fiber provider must be able to distinguish the problems due to the optical link from the
problems of the mobile network [48].

The offers based on different SLA lead the business requirements. Indeed, the goal
of these latter is a low cost implementation of C-RAN. This dictates the choice of the
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Figure 1.23: Demarcation point in C-RAN

technical fronthaul solution, but concerns also antenna cell site engineering aspects. Under
this point of view, the demarcation point at the cell site will be preferred passive. In other
terms, DP should not need power consumption. On top of this, the cell site DP should be
most times deployed outdoor and subjected to industrial temperature range requirement
(-40 to 85 °C). Low cost optical transceivers like Small form Factor Pluggable (SFP) are
used. Finally, on the cell site, some local alarms are used for basic but essential indications
as for instance, battery charge fire, or intrusion. The fronthaul solution should also be

able to transport such signals for a centralized management.

1.3.3.5 Optical fiber resources

Radio sites can be classified in macro cells and small cells. The macro cells generally
have three to six sectors. Additionally, for each sector, several Radio Access Technologies
(RATS) on different bands can be present. Indeed, the 2G at 900 and 1800 MHz, 3G at
900 MHz and 2100 MHz, LTE at 800 MHz, 1800 MHz and 2600 MHz can be implemented
on a same antenna site [48]. In the case of small cells, the antennas are omnidirectional,
therefore it has only one RRH for each RAT and frequency band. So it can have up to 5
RRHs per small cell site. In the case of macro cells present in the urban areas, there are
three sectors for each RAT accordingly 15 RRHs can be installed on the same antenna
site. Each RRH must be linked to one BBU port. The use of point to point physical
topology to connect the BBU and the RRH is very expensive as the number of fibers per
antenna site is very important. Since the optical fiber in access network is a rare resource,
other technics or topologies must be found in order to reduce the number of used optical

resource. The main topologies which permit to reduce the number of fiber between the
BBU and the RRH are [32]:
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e Daisy chain: several RRHs could be cascaded towards the BBU. This topology
reduces the number of fibers but at the same time introduces a single point of
failure and a highest line rate for CPRI

e Multi Path: Ring and mesh topologies have the advantages of addressing the issue
of network availability by closing the chain and providing an alternative path to
maintain connectivity between the BBU and the RRHs in the presence of a link

failure on any of the segments in the ring.

Two main solutions exist to achieve these topologies. These solutions are: either the active
optical system or the passive optical system. In order to reduce the OPEX, CAPEX and

to save energy, the passive optical system is preferred.

1.4 Transmission systems on the fronthaul link

The implementation of fronthaul is supported by the optical fiber in the most cases
or by the microwave in some specific cases. Indeed, microwave permits to reach the
areas where the fiber infrastructures cannot be installed. This section presents the main
systems which permit the realisation of a fronthaul link. First, we discuss about the
passive solutions then the active solutions are introduced. The term “active” means that
the CPRI traffic is encapsulated. Generally, the equipment that encapsulates the CPRI
traffic needs energy to operate. The term “passive” indicates that the CPRI frames are
not encapsulated. Generally, the passive equipment does not need power consumption to
operate but not necessary. A complete fronthaul solution must have a monitoring system
in order to supervise the link in order to provide SLA of the different clients. During the
presentation on active and passive system in the C-RAN context, the monitoring aspects
will be addressed.

1.4.1 The passive solution

The passive solution is based on the Wavelength Division Multiplexing (WDM)
techniques. The Coarse Wavelength Division Multiplexing (CWDM) or the Dense
Wavelength Division Multiplexing (DWDM) can be used for the deployment of fronthaul.
The advantage of the passive WDM is that it is possible to multiplex several links of
fronthaul on one fiber [49] and that it is a low cost solution. In addition, the passive
WDM does not cause a processing latency. However, the drawback of this solution is that

it does not have a monitoring system.
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1.4.1.1 Coarse Wavelength Division Multiplexing (CWDM)

Concerning the CWDM, it is possible to multiplex up to 18 Channels through
18 wavelengths, therefore 18 fronthaul links over 2 fibers (one for up- and one for
down-stream). The spectrum grid is defined from 1271 nm to 1611 nm with 20 nm of
channel spacing. Each wavelength channel can operate at any bit rate in function of the
optical transceiver (Small Form Factor — SFP) ability. The colored SFPs is plugged in
the BBU and the RRH to receive and transmit the CPRI signal. Nowadays, it is possible
to reach up to 80 km at 2.5 Gbits/s (optical budget of 24 dB) and up to 40 km at 10
Gbit/s (optical Budget of 10 dB) with commercial SFPs. 25Gbit/s SFP is also now

pre-commercially available with a reach up to 10 km.

In the case of CWDM, two configurations are possible. The first presented
configuration uses the 18 wavelengths either on the uplink or on the downlink (figure 1.24).
This configuration is called “the dual fiber” because a pair of optical fiber is necessary
to establish the downlink and the uplink. The multiplexing and the demultiplexing
is performed by means of 4 MUX/DEMUX (2 by transmission sense). The second
configuration uses the half of available wavelengths (8 wavelengths) for the uplink and the
other half for the downlink (figure 1.25). The kind of configuration is called ‘the single

fiber configuration” because it uses 1 fiber for the 2 senses of transmission.

colorized SFPCWDM

« Few fibers

= No active components on passive mux
» High reliability
= Suited for sutdoor deployment
» Quick quakfication process

+ CWOM technology is low cost

» Mo introduction of transpaort latency

« Up to 18 channels per fiber

Figure 1.24: Dual fiber Passive CWDM

In the Outdoor environment (SFPs are able to operate from -40°C to 80°C) when
there are 15 RRHs, it is suitable to use dual fiber configuration. If there are less than 9
RRHs the single fiber configuration is more suitable. In Practice, these two configurations
cannot be deployed because they do not offer a monitoring solution. To solve this issue

and benefit advantages of passive CWDM, a semi active solution is proposed.
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Figure 1.25: Single fiber Passive CWDM with dual fiber SFPs

1.4.1.2 Dense Wavelength Division Multiplexing (DWDM)

DWDM permits rapid network deployment and significant cost reduction. It consists
to reduce the channel spacing relative to the CWDM in order to increase the number of
channels. The spacing channel can be 12.5 GHz, 25 GHz, 50 GHz, 100 GHz or 200 GHz.
The number of channel can reach 128 or more. It operates in the C-band from 1520 nm
to 1570 nm [50] and in the L-band from 1570 to 1624 nm according ITU [51]. Generally,
in the access network (based on early implementation of NG-PON2) and specifically for
fronthaul, 100 GHz of spacing channel can be used. Different Array Waveguide Gratings
(AWGsS) such as Gaussian or flat top can be used to achieve the MUX /DeMUX function.
To DWDM on a fronthaul segment, the market proposes transceivers like the colorized
SFPs that can operate up to 10 Gbit/s with 10 dB as optical budget. Since the number of
channels is important in DWDM, it is more suitable to use the single fiber configuration
than the dual fiber configuration for the fronthaul deployment. In the massive roll-out of
DWDM or CWDM using colorized SFPs on the fronthaul, the inventory issue appears.
Indeed, the management and the maintenance of a great park of colorized SFPs are
complicated. For each fronthaul link, it is necessary to know what kind of SFP has been
used on the antenna site and the corresponding BBU in the CO. Furthermore, in CO,
the difficulty is more important because the BBUs will be stacked. In the case where the
colorized SFP is down it must be changed by the same colorized SFP this leads to have
a double of each SFP in the stock. To solve this problem, it is necessary to implement
a colorless transceiver. A self-seeded source based on Reflective semiconductor Optical
Amplifier (RSOA) is proposed as a potential candidate to achieve colorless transceiver
on fronthaul link. Tt offers the advantage of assigning automatically and passively the
wavelength source. This solution has been studied and presented in the chapter 3. Like a

passive CWDM, it is impossible to build a complete fronthaul solution with only passive
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Figure 1.26: Semi active system with devices situated between the MUX and DeMUX

DWDM because it does not present a monitoring solution. A semi passive system remains
a solution to build a complete fonthaul link keeping the advantages of passive WDM
solution. For a sake of simplicity, we only focus on the CWDM for the presentation of

semi active or active solution for fronhaul.

1.4.2 The semi active solution

A semi active solution implements an active equipment at the CO. This active device
permits to monitor the fronthaul link, or for an enhanced system, each wavelength. With
a semi active solution, it is possible to know if a cut of fiber has occurred on the fonthaul
segment but it does not permit to localize the cutoff. Figure 1.26 describes the first
presented architecture. The active equipment introduces the monitoring signal. It is
placed between the Multiplexers (MUXs). In this manner, it is allowed to introduce a
wavelength which is out of wavelength range used by the WDM systems. The tested
equipment introduces a wavelength at 1630 nm (outside the CWDM or DWDM spectrum
bands). Also on the antenna site, a passive device, situated between the MUXs, filters and
sends back the monitoring wavelength to the CO. The other wavelengths are forwarded
to the De-multiplexer (DeMUX).

P,1 measures the total power coming out of the MUX. P, measures the total power
from remote antenna site. T, introduces the optical signal at 1630 nm and Rx measures
the back monitoring wavelength (a filter is also implemented in the active equipment to
recover the monitoring signal). When a cut of fiber occurs no power is measured at P,
and R,. P, allows to check the power level of the signal from the set of colorized SFPs.
It is possible to monitor each wavelength by putting a DeMUx at P,; and P,,. But if
the demarcation point is constituted of the active equipment and the passive device, it is
not relevant for the fiber provider to monitor each wavelength. Indeed, in this case, the
task of the fiber provider is to provide the trunk fiber segment (between CO and antenna

site) and ensure the quality of this latter and not to manage and monitor the different
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Figure 1.27: Semi active system with an automatic fiber protection

wavelengths which are transmitted through this fiber. Indeed, it could use a point to
point topology or the WDM technique. This architecture can propose an automatic fiber
protection. This system of fiber protection switches the CPRI traffic on a secondary
optical link when a cutoff has occurred on the main optical fronthaul segment. When
the optical channel monitoring notices a cut of fiber, the optical path is automatically
changed (figure 1.27). In the practice case, we are not able to guarantee that the two
path are the same length. When an important difference of length appears between the
BBU must recalculate the delay in order to balance the frames between upstream and
downstream. In other words, the BBU must synchronize again with all RRHs.

The second system positions the active equipment behind the couple of the MUX and
DeMUX in the CO. It uses one wavelength of WDM system but does not need a filter
relative to the concept of the previous system. Once the wavelength of the monitoring is
selected among those available, the ports of the MUX and DeMUx corresponding to the
monitoring wavelength are connected to realize a loop-back of the signal. The innovation
of this system is brought by specific colorized SFPs that support a new interface called
remote Digital Diagnostics Monitoring Interface (DDMI). In addition to the CPRI signal,
this interface adds a management channel. This channel permits to get the information
about optical input and output power, the temperature, the laser bias current and the
power consumption of the colorized SFPs. The data provided by the remote DDMI
are processed by the active equipment called transponder. The transponder has several
interfaces oriented either toward the cell site or toward the BBU stack (figure 1.28). In
order to reduce the cost of the SFPs and simplify the management of the SFP plugged
in the BBU, gray? SFPs are used instead of the colorized SFPs. The fronthaul link is
based on colorized SFPs implementing remote DDMI are plugged in the RRHs and in the

24%ray” means here a bidirectional method, single fiber, based on two wavelengths like 1310 nm and

1490 nm
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Figure 1.28: Semi active system with a transponder

transponder. Thereby, the transponder recovers all information to manage SFPs and the
monitoring signal to get the status of the optical fronthaul link.

This system is suitable if the fiber operator provides each wavelength to establish the
fronthaul link. In this case, the demarcation point could be the transponder and the
out of the RRH. The remote DDMI SFPs on the antenna site are provided by the fiber
operator or an agreement about the management of SFPs on the antenna site must be

found between the mobile operator and the fiber operator.

1.4.3 The active solutions
1.4.3.1 Transponder and Muxponder

The transponder as all active element, adds a latency on the fronthaul link. The
challenge is to manufacture a transponder that introduces less latency than possible. The
market offers transponders which can introduce until 4ns of latency on the fronthaul link.
They are manufactured to be transparent to the CPRI traffic. With this architecture,
the fiber provider can propose an offer to the mobile operator that would permit to the
customer to avoid the management of wavelengths. Indeed, the mobile operator would
plug gray SFPs in the BBU and RRH. All colorized wavelength is managed by the fiber
provider (figure 1.29).

In this case, the demarcation point could be the transponder. The responsibility
between the mobile operator and fiber provider is easier to define than with the semi

active system.

The Muxponder permits to achieve time aggregation of several CPRI on one frame
operating over one wavelength. This device allows to save number of wavelengths. The
tested muxponder has a specific frame like OTN (Optical Transport Netwotk). Indeed,
it adds overheads on the CPRI frames. In this case, the muxponder is not totally

transparent. Indeed, it increases the latency and modifies the clock source relative to the
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Figure 1.29: Active system with a transponder

o

transponder. The tested device is able to multiplex 3 CPRI links at 2.45 Gbit/s (CPRI-
3) or 3.072 Gbit/s (CPRI-4) and 2 Synchronous Ethernet links, all with independent
synchronization over the same 10 Gbit/s line [52]. For example, when an antenna site has
15 RRHs, only 5 wavelengths are necessary by using the muxponder and 15 wavelengths

when the transponder is used.

1.4.3.2 Fronthaul over Optical Transport Network (OTN)

The Optical Transport Network (OTN) is standardized by ITU-T [53] [54]. Tt consists
to encapsulate a digital data into specific containers and send the all through the optical

network. The OTN brings some fundamental advantages [55]

e The standardization of the system allows the monitoring, the management and the

maintenance of optical link

e An option for Forward Error Correction (FEC) improves the performance of the

optical network

e The demarcation points between the mobile operator and the fiber provider are

easily distinguished.

The CPRI signal must be transported in the OTN containers considering the stringent
constraints like the jitter, the stability of frequency and the latency because these
parameters directly affect the quality of the mobile service. The work to give
recommendations about of CPRI over fronthaul is ongoing. Indeed, ITU focuses in this
subject through the supplement 56 of the series G called OTN transport of CPRI [56].
Figure 1.30 describes the different level of OTN encapsulation |57].

The data of the client is mapped in the Optical Payload Unit (OPU). According the
rate of the OPU, it is possible to map or to multiplex different OPUs in the Optical
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Figure 1.30: OTN containers

Data rate (Gbit/s)

Hierarchical level of OTIN containers | OTU | ODU | OPU
0 - 1.24 1.23
1 2.66 2.49 2.48
2 10.79 | 10.03 | 9.99
3 43.01 | 40.31 | 40.15

Table 1.7: OTN hierarchical levels relative to the data rate

Data Unit (ODU) and this latter is itself mapped or multiplexed in the Optical Transport
Unit (OTU). Several hierarchical levels exist for these different containers [58|. Table 1.7
presents some of them relative to the data rate.

There are two kinds of solution to transport CPRI over OTN. The first solution consists
of a traditional OTN time multiplexing of multiple CPRI signal. This solution allows the
mixing several CPRI rates with other traffic data such as Ethernet. In this case, the
rates of OTN do not match well with CPRI rates (not the same sub-division of clock
rate). This mismatch between the OTN containers and the CPRI data can introduce an
additional jitter and an additional frequency deviation. The second method consists in
using a suitable OTN container that allows a better match between the CPRI data rates
and those of OTN containers. This method consists to aggregate the CPRI signals before
mapping to the overlocked OTN container in order to optimize transport bandwidth
efficiency. Several and only the CPRI signals (several CPRI rates are possible) can be

transported per wavelength. These different overlocked containers are:

e The overlocked Optical channel Data Unit 2 (ODU2r)
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CPRI signal CPRI rate OTN multiplexing | OTN multiplexing
(Gbit/s) signal in OUT2 at | signal OUT2r at
10.7 Gbit/s 12.6 Gbit/s
CPRI-2 1.22 8 12
CPRI-3 2.45 4 6
CPRI-4 3.07 2 3
CPRI-5 4.91 2 3
CPRI-6 6.1 1 2
CPRI-7 9.83 1 1

Table 1.8: Multiplexing and mapping of CPRI in OTN containers
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Figure 1.31: Overview compression of ORI

e The overlocked Optical channel Transport Unit 2 (OTU2r).

Table 1.8 describes the number of CPRI clients relative to the data rate that can be
multiplexed according the two solutions of CPRI over OTN.
The CPRI signal can be transported in the OTN container at 25 Gbit /s but presently,

the existing solutions propose the encapsulation until OTU2r.

1.4.3.3 ORI interface

The following active system which is presented for a fronthaul is the ORI interface.
Indeed, the ORI interface is a native active solution for fronthaul because it permits the
compression and the decompression of the IQQ data samples of CPRI in order to save the
bandwidth (figure 1.31).

Remember that the objective of the ORI interface is to make the fronthaul interface
fully interoperable by modifying some functions of the CPRI L2 layer. The option of
compression permits to save the bandwidth. The details of ORI are presented in the
section 1.3.2.3.
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Figure 1.32: Architecture of CPRI over Ethernet

1.4.3.4 CPRI over Ethernet

Ethernet is also considered as a frame to encapsulate CPRI because it ever exists
in backhaul equipment. The feasibility to re-use the existing backhaul equipment and
network is considered. It is also considered the fact that Ethernet network has already
the capacity to manage and monitor this network. The CPRI over Ethernet provides
to the fronthaul network the propriety of Operation Administration and Maintenance
(OAM) inherited from Ethernet characteristics [59]. Ethernet can bring to the fronthaul
the flexibility and the scalability of the network required by the future radio standard.
The CPRI over Ethernet consists of the mappers which performs the encapsulation of
CPRI in the Ethernet frames in order to allow the CPRI traffic to be transported through
the Ethernet network (figure 1.32) [60] .

The packetized CPRI entails an additional jitter, Packet Delay variation (PDV)
and the variation of delay in fronthaul link. These aspects have a consequence on
the synchronization parameter. Nowadays the debate is that Ethernet could meet the
stringent latency and jitter requirements imposed by the CPRI [61]. With the traditional
encapsulation of CPRI in Ethernet, the CPRI requirements does not meet. The study to

resolve this question is ongoing and several solutions are proposed like:
e Dynamic reconfiguration of CPRI data rate [62]
e Special policy of Ethernet traffic (IEEE 802.Qbv) [63].

The presented solutions are based on the simulation. Currently, the standardization actors
work on the equipment which allows the mapping the CPRI on Ethernet by meeting the

different stringent requirements of CPRIs.
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Figure 1.33: WDM-PON prototype provided by ADVA

1.4.3.5 WDM-PON

Wavelength Division Multiplexing - Passive Optical Network (WDM-PON) is an
approach used by the next generation access architecture to achieve the fronthaul interface
and the backhaul network. It consists to replace the optical power splitter in the
classical PON architecture by a wavelength multiplexer that separates the wavelengths for
individual delivery to the ONUs. To avoid the inventory issue of wavelengths and in order
to simplify the operation of the system, colorless devices or tunable lasers are required
in the ONUs. Several solutions implementing WDM-PON exist, but as an example, an
innovative low-cost prototype (provided by ADVA) that has been tested on a fronthaul
interface is presented into next figure [64] [65].

In this prototype, a SFP transmits in the L-Band? is plugged in the BBU. The SFP+*
introduced in the ONU emitting in the C-Band®, contains a high temperature low cost
tunable laser (Distributed Bragg reflector Laser). This SFP+ is suitable for the outdoor
environment because it is able to operate until 90°C without thermo-electric cooler (TEC).
The auto tuning of one wavelength of a particular ONU does not affect the performance
of the neighboring channel. The wavelength controller receives the optical signal from the
ONU. This signal contains a pilot tone which permits the wavelength controller to identify
the port of the AWG and the considered ONU. Then, the feedback signal is sent by the
wavelength controller to the ONU in order to adjust the wavelength and the power level.
The ONU contains a micro controller which receives the parameters from the wavelength

controller and applies them to the laser.

3L-Band: wavelength range from 1565 nm to 1625 nm
4SFP+ is a SFP which is able to operate until 10 Gbit /s
5C-Band: wavelength range from 1530 nm to 1565 nm
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Figure 1.34: Fronthaul based on TWDM and PtP WDM NG-PON 2 solution

1.4.3.6 Point to multi-point TWDM and PtP WDM of NG-PON2

When a new TWDM ONU wants to connect to the TWDM OLT port, a ranging
process is launched by the OLT. The ranging process permits to evaluate the distance
between the ONU and the OLT in order to avoid the collision on the uplink. During
this ranging process, a ranging time window for delay measurement is initiated by the
OLT. When the ranging window is opened, the communication is dedicated to the new
ONU, the other connected TWDM ONUs at the same channel pair stop the traffic with
the OLT [66]. When the fronthaul is implemented in the current PON systems, the
timing process such as HARQ or time advance could not be compliant to the standards
because of the ranging procedure. In addition, this latter could temporarily increase the
latency of fronthaul link. Also, the delay and the jitter of CPRI data would be rise by
the encapsulation of CPRI frames in GEM frames or Ethernet frames and by the TDM
system. In order to realise fronthaul link over the PON tree, the PtP WDM of NG-PON?2
can be used. Figure 1.34 describes the basic architecture based on the NG-PONZ2.

The NG-PON2 is one of architectures that has been invoked in the concept of fixed and
mobile network convergence described in the European COMBO project for integrating
the fronthaul. Nowadays, only the TWDM prototype is developed. Therefore, it is difficult
for us to test the fronthaul over WDM PON in NG-PON2.

1.4.3.7 Fronthaul microwave solution: an alternative solution

The wireless technology can be used as an alternative and a complementary solution
of optical fiber in the deployment of the fronthaul. The wireless fronthaul allows the
deployment of fronthaul in the areas that cannot support operation with the optical fiber.
The deployment of wireless fronthaul is fast and permits to save OPEX and CAPEX.

The following figure depicts the architecture of fronthaul microwave.

This solution consists of Wireless Fronthaul Module (WFM) which recovers the CPRI
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Figure 1.35: Architecture of wireless Fronthaul

signal. The WFMs are connected to the BBUs and the RRHs via the optical fiber. A
commercial solution had been tested. In this solution, a single wireless fronthaul link
can support up to three RRHs. The WFMs recover the CPRI signal and apply him a
process which permits to carry up to 7.5 Gbit/s (corresponding of the rate of 3 CPRI-3
links) in 70 MHz of bandwidth on 5.8 GHz of carrier frequency [67]. The tested wireless
fronthaul solution preserves the performance of the downlink and uplink radio and meets

the requirements of fronthaul.

1.5 New Generation Fronthaul Link (NGFI):
Functional Split

The C-RAN offers several advantages and eases the deployment of the 2G, 3G and 4G
technologies. Presently, several organisms of standardization pay attention to the future
5G technology. Regarding the requirements and the characteristic like the virtualization,
the current fronthaul interface is not suitable of the 5G RAN deployment. Indeed, in
the fronthaul, the constant bit rate renders the data transmission inefficient, the fixed
correspondence between one BBU and one RRH does not provide the flexibility and the
scalability that needs the future 5G and the sampling I/Q data rate depend to the number
of antennas. To solve this issue, the fonthaul interface must be rethinking. A novel concept
of fronthaul called New Generation Fronthaul Interface (NGFI) is developed. It consists
to move certain functions from BBU to RRH. This procedure is called functional split
[68] [69]. In [69] a C-RAN architecture based on NGFI is proposed.

In this architecture, the pool of BBU becomes the Radio Cloud Center (RCC) and
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Figure 1.36: C-RAN based on NGFI

the Remote Radio Unit (RRU)® (RRH) becomes the Radio Remote System (RRS). The
RRS consists of antenna, the RRU and the Radio Aggregation Unit (RAU). The RAU
contains the functions of BBU which shift to the Radio site (part of BBUs baseband
processing). The RCC includes the BBU function like radio aggregation and the higher
control functions or the virtual BBU (virtualization aspect of C-RAN). It handles multiple
base stations, management of cells and serves as a function pool. The figure 1.36 presents
two cases. At first, the traditional RRUs is connected to the RAU via a CPRI link. The
RAU permits to attack the network of the NGFI. In second case, the RAU and the RRU
are not dissociated, they constitute a unique entity and are directly connected to the
NGFI network. The functional split introduced by the NGFI allows the fronthaul to be
packetized and transported in the packet-switched network. In this manner, the fronthaul

proposes the advantages as:
e Efficiency and flexiblility
e Its bandwidth depends on the traffic
e Permits the multiple mapping relationship between BBUs and RRUs
e The data rate becomes independent of the antenna number.

Regarding [68], [69] and [70] the functions in the BBU which carry out the Cell processing
and the UE processing are moved from BBU to the RRU. The different functions are
listed in table 1.9. To reduce the bandwidth and make possible the packetized CPRI or

SRRU is equivalent to the RRH
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Figure 1.37: Function spilt proposed by China Mobile

the CPRI over Ethernet, China Mobile proposes to group some functions in a converter
that is included in the RRU (figure 1.37). Ethernet has been proposed as candidate
to transport the packets generated by the accelerator and the convertor. Indeed, the
Ethernet network will provide flexibility, scalability and will facilitate the management
and the control of the NGFT.

In order to avoid the constraints of stringent delay requirements like HARQ), it has been
proposed the shifting of the MAC processing from BBU to RRH [69]. In this way, only
the function of Radio base station control and Management and the Backhaul transport
remain at the BBU (figure 1.38).

NGFI transmission jitter is defined as the fluctuation in the time taken for data to be
transmitted between RCC and RSS. A challenge of the NGFTI is to reduce this jitter and
provide the synchronization of the data on Ethernet. The works on NGFI are ongoing

and the advancement of the interface depends on the standardization of 5G.

1.6 Conclusion

This chapter has been devoted to the state of the art in order to understand the
different technologies and the future perspectives that have intervened in this work.
This chapter begins by a brief presentation of the current RATs: 2G, 3G, 4G and the
future RAT standard that is 5G. The presentation of these RATs and the technologies
used in the mobile backhaul to transport the data of RAN to the core network, permit
to identify the challenges of the future RAN architecture. Then a new concept of
RAN called C-RAN is presented. The different advantages of C-RAN relative to the

traditional RAN are listed. This new architecture consists to move up the BBU,
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Functions to shift from BBU to RRU

Decoupling Fronthhaul bandwidth
from number of antennas

Decoupling Cell/UE processing

Downlink antenna mapping

Uplink antenna mapping

Fast Fourier Transform
(FFT)/Inverse FET (IFFT)

Channel estimation and
equalization

e Prefix Cyclic addition/removal

e Cell Specific Reference Signal,
Primary Synchronization Signal,
Secondary Synchronization Signal

e [ast Fourier Transform
(FFT)/Inverse FFT (IFFT)

e Physical Broadcast Channel
processing (PBCH)

e Physical Downlink Shared Channel
processing (PDSCH)

e Physical Downlink Control Channel
processing (PDCCH)

e Physical Uplink Shared Channel
processing (PUSCH)

e Physical Uplink Control Channel
processing (PUCCH)

Table 1.9: Functional split in the NGFI
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Figure 1.38: CPRI Functions decomposition of the BBUs indicatated the functions shifted
to the RRU

situated at the antenna site in the traditional RAN, to CO. The consequence of the
localization of the BBU to the CO is the apparition of the new network segment
between the BBU and the RRH called fronthaul. The fronthaul is a digital interface
based on the D-RoF technology. It is defined by the protocols like CPRI (most
used) OBSAI, and ORI. The fronthaul segment has stringent requirements in terms
of jitter (mazximum jitter contribution on frequency clock deviation < 2ppb), BER
(BER < 107'%), data rate(high date rate), latency and time parameters. According
to the different requirements on the fronthaul link, the optical fiber remains the best
candidate to support this interface. Since the optical fiber is a scarce resource, it must
be optimized. Indeed, the WDM technique is used to multiplex several fronthaul links on
one or two fibers. This technique is the base of different studied solutions in the fronthaul

deployment. These fronthaul solutions are divided into three main categories which are:

e Passive solution: it is a low cost solution and is easy to implement. The drawback
of this solution is that it does not have a monitoring or a management system in

order the administrate the fronthaul links

e Semi active Solution: it is the solution used by ORANGE. It consists of an
active device generally situated in the CO. It also a low cost solution and brings a

monitoring system which allows the detection of failure on the optical link

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 67
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Chapitre 1 : State of the art

e Active Solution: it consists of two active devices localized on the antenna site and
the CO. This solution brings a little more flexibility and security to the fronthaul
links. His using in the deployment of C-RAN depends on the SLAs that the fiber

provider proposes.

The future of the fronthaul is addressed through the NGFI and the new functional split
of the RAN equipment. The function split consists to move some function performs by
the BBU to the RRH. The NGFI is necessary to the deployment of the future 5G RAT.
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2.1 Introduction

Since the fronthaul link uses the D-RoF technology, it is obviously affected by the
jitter phenomenon. The standards which define the fronthaul have requirements about
this perturbation that affects the digital communication systems. In this chapter, the
jitter has been defined and the specifications about the different requirements are done. In
addition, innovative setups to introduce and to measure the jitter have been implemented.
The influence of jitter on the radio frequency deviation is studied. At the beginning of
this study a theoretical analysis is carried out on a classical PLLs to have a reference and
to understand some obtained results and finally, the influence of jitter on the frequency
deviation is done on a commercial eNodeB in order to have an overview of the jitter

impact on a real equipment which are presented in the ORANGE network.

2.2 Jitter description

2.2.1 General description

Jitter is the physical phenomenon which manifests by a phase variation of signal. This
phase variation has wrong results on the quality of high speed digital transmission because
it can cause the error decision at the reception and the loss of clock signal. In this chapter,
a definition and the description of jitter are given, and then its impact on the fronthaul
link is studied.

Jitter is a variation of phase at the significant moment of the signal. It concerns the
phase variation above 10 Hz. When the phase variation is below 10 Hz, we talk about
wander. This phase perturbation leads or lags the time decision in the digital system.
The consequence of this error time decision is the appearances of errors in the digital
transmission [71]. When an eye diagram is observed on an oscilloscope, the jitter is
responsible to the horizontal closure of this eye diagram (figure 2.2). The following figure

(2.1) illustrates the consequences of jitter.
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Jitter effects

Clock

\ Data

Transmission errors
due to jitter
w=  Signal with jitter

== Cleaned signal

Figure 2.1: Jitter effects on digital transmission

<> : jitter effects

Figure 2.2: Jitter effects on an eye diagram

Figure 2.1, shows how the errors are introduced in a digital signal and figure 2.2 shows

the jitter effects on an eye diagram. This figure highlights a horizontal closure of an eye

diagram due to the jitter which causes a variation of edge positions (rising and falling

edges) and therefore the loss of clock. We can consider that the detection of signal is done

on the rising edge on figure 2.1. The jitter leads or lags the rising edges of the clock signal

and introduces in this way the errors on the digital transmission. Fronthaul is a high

speed digital data transmission (up to 10 Gbit/s, nowadays in practice). Before to study

the effects of jitter on fronthaul, it is expected to define and give the different parameters
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of jitter.

In the classic literature, jitter is divided in two parts [72] :

e Deterministic Jitter (DJ): it is always bounded in amplitude. It also has several

components which are:

— Periodic Jitter (PJ): Also called Sinusoidal jitter (SJ), it manifests by a
periodic or sinusoidal variation of signal edges. Generally, the sources of PJ

are electromagnetic interference (EMI) such as power supplies.

— Bounded Uncorrelated Jitter (BUJ): It is caused by the cross-talk of
signal of different circuits. These signals are bounded by uncorrelated with the

transmitted signals. Generally, the sources of BUJ are noise of power supply
or the EMIL.

— Data Dependent Jitter (DDJ): This type of jitter is caused by the

transmitted data pattern on the link. it is subdivided into two parts:

x Duty Cycle Distortion jitter (DCD): It is the period variation of
consecutive alternate patterns.
* Inter-Symbol Interference jitter (ISI): It is caused by the difference

of time symbol in the transmission link.

e Random Jitter (RJ): it is essentially caused by the thermal noise. RJ is
unbounded and it represented by a Gaussian density function in most cases. It
can be represented by a value Root Mean Square (RMS) or by a peak to peak
value. Considering that RJ is unbounded the quantification of the peak to peak

value must be determined by a criterion. This criterion is the Bit Error Rate (BER)

The Total Jitter (TJ) is the combination of DJ and RJ. This value is given in peak to

peak value. The following figure gives a schematic representation of jitter.
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Figure 2.3: Jitter components

In addition to the decomposition of jitter, international standards 73] define and
specify the limits of three categories of jitter and wander about the network equipment.

These three categories are [74] :

e Jitter tolerance : is the minimum jitter amplitude that equipment should tolerate

at input for error-free.

e Jitter transfer : it is the ratio between the input jitter and the jitter that is

provided at the out of equipment.

e Jitter generation : it is the maximum quantity of jitter generated by the

equipment

2.2.2 The measurement units of jitter

To distinguish the measurement units of jitter, two domains must be considered.
Indeed, the measurement of jitter can be performed in the spectral domain and in the
temporal domain. In the spectral domain, the measurement is carried out by a spectrum
domain and the measurements concern only the means values and not the peak to peak
value. The measurement units for this kind of measurement are the second (s) or the Hertz
(Hz). In the temporal domain, the measurements are performed by the oscilloscope and
concern both kinds of measurement mean and peak to peak. Also, the jitter measurement
unit is either in second (s) or in Unit Interval (UI). The UI represents the period of the
signal. Tt can be also represented by one bit in the eye diagram as shown by the figure
2.4.
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Unit Interval (U=
one period of the
signal

Figure 2.4: Eye diagram representing an Unit Interval (UI)

Generally, the jitter is measured in second (s) or UL. On the phase representation, a Ul
represents 27 In following, without precision, we can consider that the jitter is measured
in UI. To understand the jitter effect and to simplify the mathematical representation, we
consider that the signal clock is a sinusoidal waveform. The clock of signal (Clk) can be

represented by the following simplified formula :

Clk = Asin(wt + 0) (2.1)
Where :
e A : is the amplitude of the clock signal
e w : is the angular frequency of the clock signal.
e ¢: is the phase of clock signal.

Remember that the jitter is the variation of the phase 6 and this fluctuation can be a

time function 6(t).

Clk = Asin(wt + 0(t)) (2.2)

Now the generalities have been drawn, some details about the SJ and RJ components
are going to be shown in the next section because they are the most influential parameters

in a fronthaul link.

2.2.3 Jitter specifications of fronthaul standards
2.2.3.1 Sinusoidal jitter (SJ)

All three standards OSAI CPRI and ORI, have the same specification about the

tolerance of SJ. Indeed, the SJ for these standards is based on XAUI receiver interface
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defined by IEEE [75]. Figure 2.5 presents the single tone sinusoidal jitter mask for the

free standards.

Sinusoddal jinter amplitude

A

8.5 Ul |

0.1 UL+
| gl 5

221 kH=z

1.575 MHz

20 MHz

Frequency

Figure 2.5: Single tone sinusoidal jitter mask

2.2.3.2 OBSAI

The total Jitter (TJ) for OBSAI is specified by the a BER of 107'°. Table 2.1

summarizes the jitter parameters |76].

Jitter Amplitude

tolerance on

Jitter Amplitude

tolerance on receiver

transmitter (UI,_,) (Ul,—p)
Deterministic jitter (DJ) 0.17 0.37
DJ+ Random Jitter (RJ) N/A 0.55
Total Jitter (TJ) 0.35 0.65

Table 2.1: Jitter Characteristics for OBSAI interface

e Where Ul,_, means Ul peak to peak.

2.2.3.3 CPRI and ORI

CPRI and ORI have the same specification in terms of jitter because ORI is based on
CPRI. This jitter is specified by a BER of 1072, Table 2.2 draws the jitter specifications
for the both standards. CPRI and ORI.
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Jitter Amplitude Jitter Amplitude
tolerance on tolerance on receiver
transmitter (UI,_,) (Ul,—p)
Deterministic jitter (DJ) 0.17 0.37
DJ+ Random Jitter (RJ) N/A 0.55
Total Jitter (TJ) 0.35 0.65

Table 2.2: Jitter Characteristics for CPRI and ORI interfaces

2.3 Mathematical representation of jitter

The mathematical jitter aspect permits the representation of jitter and studies the

effects and the consequences of this phenomenon by the calculation or by the simulation.

2.3.1 Determination of the peak to peak total jitter value (TJ)

To obtain the peak to peak value of the total jitter, the RMS RJ must be converted.
A constant factor « is defined in function of BER. The calculation of this constant factor
a and the T'J are given in the following section. This constant is determined by the

following equation :

BER = % erfe(v/2a) (2.3)
1,

BER= /m et dt (2.4)

a= L erfc ' (2BER) (2.5)

V2

TJ=DJ+ CYRJR]WS (26)

The relation between peak to peak 7'J and RMS random jitter value is given
by the equation 2.6. The decomposition of jitter describes above is the conventional
representation found in the general literature. In the C'PRI specification, the details
about jitter components are different from the convention. The TJ is divided into three

parts and is represented by the formula 2.7 :
e Deterministic Jitter (DJ)

e Periodic Jitter (PJ)
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e Random lJitter (RJ)

TJopri = RJ+ DJ + SJ (2.7)

The used oscilloscope measures the jitter with a conventional representation which is
different to that proposed by the C'PRI specification. It is necessary to map the both
representation in order to have a correspondence between the value of C PRI specification
and the measured jitter. To solve this issue, a discussion is addressed in the section I'V.1

of this chapter.

2.3.2 Sinusoidal jitter (SJ)

The SJ is a jitter that represents by a sinusoidal shape the variation of clock edges of a
digital signal. The main parameters are the amplitude of this sinusoidal and its frequency.
The frequency is measured in H z and the amplitude is measured in Ul because the latter
is a temporal variation. When the Sinusoidal Jitter (sinusoidal variation of signal phase)

appears on the signal, the clock can be written like the below formula 2.8 :

Clk = Asin(wt + 2A;7sin(w;t + ¢)) (2.8)

0(t) = 2A,msin(w;t + ¢)) (2.9)
Where :
e A; : is the amplitude of the SJ measured in Ul.
e w; : is the angular frequency of the SJ.

One important parameter is the Phase Changing Speed (PCS). This parameter is
important for a Clock Data Recovery (CDR) in order to track the phase. It corresponds
to the derivative of Sinusoidal Jitter (6(t)).

de(t)

2.3.3 The random jitter (RJ)

The RJ is an unbounded phenomenon and it is mathematically represented by a

Gaussian probability distribution function :

]_ z—p)2
e 2t (2.11)

PDFRJ<LL’> =

oV 21
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Where :
e 4 : is the mean.
e o : is the standard deviation.

Since the R.J is unbounded, its real quantity is infinite. But it is possible to estimate a
value of this quantity by using the BER as reference. The BER is the probability defined
from the PDFpg;

1 .2
BER(x) = . 27T/ e22 du (2.12)

The RJ is generally expressed as a function of the standard deviation o. To understand

this mathematical representation, the following figure is analyzed.

Density of probability

~

Y

-

J—3c H—2c p—c } H+e p+20 p+3c

Figure 2.6: Gaussian probability in function of p and o

Figure 2.6 depicts the probability that an event occurs relative to the standard
deviation o. For example, considering a range of 20, ([1—0, u+0]), the probability that an
event appears is 68%. In other hand, there are 32% that an error appears; therefore, this
percentage is considered as BER (BER = 0.32). The random jitter can be represented

by the probability that an event occurs and can be expressed like a following formula :

RJ = a(BER)o (2.13)

Now we are going to establish the relation between the o parameter and the BER.
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O

Figure 2.7: BER representation on the RJ curve

The above figure illustrates the BE Ry, and the BER,.. Tt is the probability concerning
respectively the left tail and the right tail of Gaussian curve. The sum of BER; and BER,
constitutes the total contribution of RJ with an accuracy defined by the BER. If PRJ

is the probability based on the PDFgrJ and X a random variable, we have:

BER,(z) + BER,(z) = Pp,(|X| > )

(2.14)

Taking into consideration that the PDF%; is symmetric, the BER; and the BER,

are equal. Therefore, the total RJ contribution can be characterized by 2BER,..

BER,(z) = BER, ()

9BER,(z) = Prs(|X| > z)

Therefore the total BER(x) is:

Carrying out the variable transformation :

BER,.(z) = % erfe(x)

Considering that u = a0 the variable y becomes y = /2 :
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BER,(x) = % erfc(%)

Therefore

o = V2erfc '(2BER,)

According to the equation 2.13, the R.J, can be written as the following expression :

RJ, =\V2erfc {(2BER,)o

Therefore, the total RJ considering the BER(x)
RJ = 2V/2 erfc ' (2BER,)o (2.15)
where « described in equation 2.13 is:
o =2V2erfc ' (BER) (2.16)

Here the standard deviation o represents the RM S value of RJ. The following table 2.3

gives the correspondence between the constant factor o and the BER [77].

BER o}

1075 | 9.507
1079 | 11.996
10712 | 14.069

Table 2.3: Constant factor a for different BER

The peak to peak T'J depends on the BER precision of the R.J. In terms of probability
density function, the T'J is the convolution of PDFg; and of the PDFp;

1 2 1 (z—pp? 1 (z—pr)?

€202 = e 202 + e 202 2.17
o\ 21 oV 2T oV 21 ( )

0(x — pu) + 0(z — py) *
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Figure 2.8: Dual-Dirac method to estimate the TJ

TJ = DJ+ o(BER)o (2.18)

The mathematical representation of jitter allows us understanding the impact of this
phenomenon on fronthaul link. The following section deal with the influence of jitter on
a fronthaul segment. It is necessary to understand the influence of jitter on a fronthaul
link.

2.4 The jitter impact on the fronthaul link

Remember that the jitter can be represented in the time domain and the spectral
domain. In the spectral domain, only the average value in Hz is considered. In the
time domain, a Root Mean Square (SMS) value and the peak to peak value can be
measured. In this section, we study the impact of the jitter on the fronthaul link.
Noticing that in the time domain, the representation of the jitter described by CPRI
is different to the conventional representation used by our oscilloscope, it is necessary
to have a correspondence between the two kinds of representation. At the beginning of
this section, an equation allows converting the conventional representation to CPRI jitter
representation is demonstrated. Then, the setup and the results of the study about the

influence of the jitter on fronthaul are presented.

2.4.1 Correspondence between the representation of the jitter in

CPRI specification and its traditional representation

Fronthaul is generally a high-speed data link. Therefore, it is natural that the jitter has
an impact on fronthaul link. At this section, the jitter measurement technic is investigated
in order to bring a correspondence between the values of jitter in C' PRI specification and
the jitter values which are measured by the oscilloscope. Remember that in the CPRI
specification, the T'J is constituted by the D.J, the RJ and the SJ. In the conventional
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representation, the D.J is composed by the BUJ, DDJ and S.J. The measured D.J is not
an addition between three components. It is usually determined by an estimation based
on Dual-Dirac model. This method can be fitted to a Gaussian PDF. The Dirac functions
are the mean of the Gaussian PDF. The DJ represents the means of the Gaussian PDF
used to fit the tail of the TJ 2.9.

model model
approximates approximates
measurement measurement
< >
= ime errar k Deterministic - ! + tirmve @mor
Jitter (DJ)

Figure 2.9: Dual-Dirac method to estimate DJ and TJ

The conventional decomposition of jitter is based on the IUT recommendations O.171
[78] and O.172 |79]. No specific technic is described to calculate the different kinds of jitter.
The DJ peak to peak (DJ,_,) represents the quantity of DJ which takes into consideration
all different components of DJ. Its determination is possible if some conditions are met
[80]. For example, when the D.J is exclusively caused by the DD.J, it is possible to
calculate the DJ by comparing the average transition times of the repeating pattern
[81]. The DJ obtained by Dual-Dirac method and the DJ,, can have different value.
Considering that no specification or no reference is given by the C'PRI specification
about how to determine the D.J, we suppose that the D.J is estimated by this Dual-
Dirac method. At following, without a specific mention, the D.J is the deterministic jitter
calculated with the Dual-Dirac method. Our equipment uses this method to estimate the
deterministic jitter. In this case, the T'Joprr equals to the addition of the measured T'J
(equation 2.19) and the SJ.

TJepr =TJ + SJ (2.19)

2.4.2 The impact of jitter in a fronthaul linkn

In the previous parts, the requirements in terms of jitter are described for the

fronthaul link. The influence of jitter will be studied through an experimental setup.
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The goal of this study is to understand the influence of the jitter and have knowledge
on the manner that the jitter can impact the performance of the fronthaul. At first, the
experimental setup is described. Some important details to realize this setup are given.

Finally, the results will be presented and discussed.

2.4.2.1 Description of setup

l CPRI Tester

- Oata  C-fip flop e

Jitter
Source

1
I Data with jitter Dalay
1- compensation

(KR

1
I
I
: D-r S00Rm|
I
I
|
I
I
1

R
SFF hoard
T

),

up to 28km fiber

N\

Figure 2.10: Setup to introduce the jitter in the fronthaul

The objective of this experimental setup is to introduce jitter on the fronthaul link
and to measure the jitter and the BER. Indeed, several devices (figure 2.10) permits to

reach this objective :

e CPRI Tester : This equipment permits to generate the CPRI frames. It is
possible to choose the length of the PRBS (until PRBS 23) that will be charged
in the payload but in C PRI all data are mixed with at PRB.S 31 in order to assure

the recovery clock for a long distance.

e SFP board : A SFP is plugged in the SF P board. It permits to convert the optical
signal to electrical signal and vis-versa. It is necessary to make this conversion

because the other devices operate in electrical domain.

e Clock Data Recovery (CDR) : it allows recovering the clock of signal and then
separates the clock and the data signal. It can operate until 2.5 Gbit/s.

e Jitter Source : It permits to introduce the jitter in the clock signal. Several kind
of jitter can be mixed to the clock such as: Sinusoidal Jitter, Random Jitter and
Bounded Uncorrelated Jitter.

e Delay shifter : The jitter source introduces a delay between the clock and the data.
Indeed, when the length of coaxial cable is different between the path followed by
the clock and the path followed by the data, a delay appears between data and
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clock. This delay can introduce errors in the transmission. In order to avoid these
effects of the introduced delay, a delay shifter is used. This delay shifter permits to
adjust the phase of the signal before the introduction of jitter.

e 13 GHz D-flip flop : It permits the recombination of the clock and the data.

e Digital Storage Oscilloscope (DSO) : The oscilloscope is able to measure and

separate the different components of the jitter.

e Optical to Electrical Converter (OEC) : It is a photodiode. The setup needs
the photodiode which intrinsically has low noise and low jitter. The OFEC used in
the experience can operate from 622 Mbits/s to 12.5 Gbit/s. It corresponds to the

actual data rate range of fronthaul.

Up to now, the common data rate in the fronthaul link is 2.45 Gbit/s. According to this
ascertainment, the C' PRI tester is set at 2.45 Gbit/s. the C PRI tester provides an optical
signal which is converted in electrical by the SF'P board. This signal is received by the
C DR which separates the clock and the data in two different ways. The clock is recovered
by the jitter source which introduces it the jitter. The data signal is transmitted to the flip-
flop D. The different lengths of coaxial cable and the processing of jitter source introduce
a delay between clock (to trig the flip-flop D) and the transmitted data. This delay creates
errors at the decision time during the acquisition of signal. The output of jitter source
containing the jitter trigs the flip-flop D. To cancel the effects of this introduced latency,
a delay compensator is placed between the data output of the C DR and the flip-flop D.
The calibration of this delay compensator is done without an introduced jitter. A delay is
added until the free error transmission is reached. The output of jitter source containing
the jitter trigs the flip-flop D. The flip-flop D recombines the data and the clock containing
the jitter and transmits the electrical signal to the to SF'P board which converts it to an
optical signal. Once the conversion is made, the signal is sent up to 25 kms. After the
crossing of the transmission fiber, the signal is separated by two by a power splitter. The
C PRI tester receives a part of this signal to perform the calculation of BER. The other
part is recovered by the O EC which converts to the electrical signal. This signal attacks

the DSO which carries out the jitter measurements.

2.4.2.2 Experimental results

The system operates at 2.45 Gbit/s. The test consists to introduce the jitter such as
described in figure 2.10. For any amplitude of S.J introduces, the jitter measurements and
the measurements of BER are performed. At first, only the S.J jitter is introduced on the
fronthaul link. The DSO cannot capture all the phenomenon of the jitter at low frequency
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because it has not enough deep memory. In order to determine the minimum frequency
of jitter that can be measured, some characteristics of DSO must to be considered.
These characteristics are the deep memory and the sampling rate. After calculation,
the minimum frequency is approximately 800 Hz. Several sinusoidal single tones have
been tested but for the clarity of the figure 2.11, only some of curves corresponding to

the measured SJ are presented. The following figure summarizes the results.

Sinusoidal jitter on fronthaul link

Measured 5) (UI)
I

=== prpectea

jitter
0,2 04 0.6 0.8
Introduced 5J (U]

Figure 2.11: Result of sinusoidal jitter

Figure 2.11 shows that the intrinsic SJ of this dispositive is 0.03 UI. All curves are
almost superimposed and the quantity of measured jitter is approximately the same that
the expected jitter. To justify the reliability of this dispositive, the Root Mean Square
Deviation (RMSD) between the measured S.J and the excepted jitter are calculated. This
RM S D concerns the range of the SJ defined by: [0 Hz,20 M Hz].

N M~
MN

RMSD =

(2.20)

Where :
e N is the number of tested frequencies
e M represents the number of samples

e 7, is the measured S.J corresponding to the i'" tested frequency and the j sample

of this frequency (i*" tested frequency)
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e 1;; is the expected value of SJ corresponding to the i tested frequency and j*

sample of this frequency

After calculation, the RMSD equals to 0.025 and after to have normalized this value
the ratio of deviation is approximately 3.6%. This deviation is due to the intrinsic jitter
and the transfer jitter of each involved device in this setup. The analysis of figure 2.11
shows that this setup doesn’t filter the jitter in the frequency range of [10 kHz,20 M H 2]
(this test has been performed for 1 kHz). Finally, this setup can be used to introduce
the jitter on the fronthaul link because it doesn’t filter the SJ and introduces a low jitter
deviation.

Generally, the maximum amplitude of the SJ is 0.7 UI (figure 2.11). The fact to add
an amplitude of S.J more than 0.7 U causes the failure of the fronthaul link. The tolerance
jitter of the fronthaul has been evaluated below. For this to happen, an operating criterion
must be defined. The first criterion which has been defined is the BER. According to
the C PRI specification it must be less than 1072 for a functional system. The second
criterion is the EV M. According to the 3 GPP recommendations, it must be less than
18% for a QPSK modulation. In the following results, a comparison of S.J between
the C'PRI specifications and the measured SJ is done. The purpose of this comparison
is to know if the actual devices in fronthaul correspond in terms of SJ to the CPRI
specifications. The setup described by figure 2.10 is implemented to measure the jitter
and the BER.

Snusoidal Ater anmpitle

8.5 UL, { % Operating zone: BER 10712

FETETY

0.1UL, —l
+ Frequency

22.1KHz 1.875MHz  10MHz 20 MHz

Figure 2.12: Comparison of tolerance SJ between the measured SJ and the CPRI

specification

In figure 2.12, the operating zone is delimited by the jitter amplitude which corresponds
on a BER equal to 107'2. For the frequencies between [1 kHz,1.5 M Hz|, the maximum
amplitude of the measured jitter permitting to reach a BER of 1072 is 0.4 UI. This
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value less than the expected tolerance jitter described in the C'PRI jitter. Considering the
frequencies between [1.500 M Hz,20 M Hz| the tolerance jitter describes by the template
of SJ is respected. The quantity of measured jitter is more important than the excepted
SJ. When the EVM is considered as a criterion of operating, the end to end link is
experimented. LT E frames forward through a fronthaul segment and the performance of
this system is evaluated by the EV M. To measure the EV M performances of the end to
end link, the setup described by figure 2.13 is realized.

Fix DR D o
TSFPI:n:narn:I
X Clok .
Tt ) TR ch
LTE | Source
generator
Jttered Data
¥ upto 20km fber

calpler
DUSRU @ DURL Spectrum
L R maodule Analyzer

Figure 2.13: Setup of jitter and EVM measurements

This experimental system includes the setup to introduce the jitter on the fronthaul

link. In addition, others devices are involved :

e LTE generator : It generates the LTE frames.

e DU/RU Module : It permits to encapsulate the LTE frames in CPRI frames

and make the inverse operation.

e Spectrum Analyser : it allows measuring the EV M of signal provided by the
DU/RU Module

In this experience, LT'E frames are generated by the LTE generator. The payload
of LTE frame is modulated in Quadrature Phase Shift Keying (QPSK), 16- Quadrature
Amplitude Modulation (QAM) and 64 — QAM but only the result with a QPSK is
presented. Notice that the results of others modulation formats are the same than these
of QPSK. The LTE frames are transmitted to the DU/RU Module which encapsulates
them in the C'PRI frames. Then, the SJ is introduced in the C'PRI signal and forward
through 25 km of optical fiber. At the reception, an optical power splitter is placed and
divided the signal into two. One part of the optical signal is recovered by the DSO. The
other part of the signal is sent to the spectral analyser. The Analyser measures the £V M
and the results of this experience is depicted by figure 2.13.
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Figure 2.14: Jitter measurements with EVM as operating criteria

The maximum amount of jitter measured that allows the operation of system is 0.7 U1.
Above this value, the fronthaul link is failed. The maximum amplitude of jitter to have
an operating system in terms of EVM is independent to the frequency unlike the mask
of SJ taken as reference. Between 10 M Hz and 20 M H z, the amplitude 0.5 Ul of SJ
corresponds at the maximum amplitude possible to inject in the fronthaul link. It is a
limit of the jitter source and it is impossible to introduce SJ up to 0.7 UI. A difference
of SJ amplitude is noticed between the both considered criterion BER and EV M. This
difference is due to the high resolution of bandwidth. The EV M of end to end link meets
the 3GPP recommendations until a threshold of BER equals to 107°.

The previous analysis shows that for frequency of the SJ from 10 Hz to 1 M Hz,
the template proposed by the C'PRI specification is not respected. To have a better
understanding of this observation, a spectral density of the C'PRI signal (Non Return to
Zero) is studied. In theory, concerning the Non Return to Zero (NRZ) signal, there are
not energy at the frequency of the signal but in practice, this signal has a spectral ray at
2.457 GH z (frequency of signal) which allows recovering clock signal.

More the power of this spectral line is high, more it is easy to recover the clock. The
principle of the following setup is to introduce SJ on the fronthaul link and to measure
the power of the spectral ray at 2.547 GHz. One part of C'PRI signal is sent to the
spectrum analyser which is able to measure the power of this spectral line. Figure 7?7 and

figure 2.16 describe respectively the setup and the results of the experience

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 88
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Chapitre 2 : Jitter parameters on a fronthaul link

R, D O
- SFP board
K Chock) .
Jitter m hm
LTE Source
generator
Jitered Data
! up o 20km Aber
nu.rm_ S
micdule 3}

Figure 2.15: Setup to measure the Power of spectral ray at 2.457 GHz
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Figure 2.16: Power of spectral line at 2.457 GHz

For any frequency of SJ, the measured power is approximately equal. In other words,
the power of the spectral ray at the frequency of the C'PRI signal is independent to the
frequency of SJ. More the amount of SJ is high, less is the measured power. Indeed,
when the jitter is added the power of the ray varies between —41 dBm and —42 dBm.
From this power interval the system has difficulty to track the clock of signal. This
results highlights and confirm the previous conclusions about the jitter on fronthaul link.
In order to reduce the effects of the jitter on the detection of the clock, the line code could
be changed. The RZ line code is a proposed candidate because it has a spectral ray at
the frequency of signal to facilitate the recovering of the clock signal. The drawback of

the RZ line code is that its electronic is more expensive than the electronic of NRZ.
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2.4.2.3 Contribution of jitter on the frequency accuracy budget

There exist 2 two kinds of measurement to characterize the jitter in a digital
communication. The first is carried out in the temporal domain with an oscilloscope.
The jitter measurement in the temporal domain permits to distinguish the RM S value
and the peak to peak value of the jitter. The second kind of measurement is performed
in the spectral domain. In this domain, only the RM S value is considered and the jitter
is measured in hertz. The jitter is represented by the variation of the phase noise. Let
Remember that the C PRI specification fixes the contribution of the jitter on the frequency
accuracy at 2 ppb. To assess the contribution of the jitter on the frequency accuracy
budget, the single side band of the reference clock must be obtained [82]. According to
[37], the reference point for the jitter and phase noise specification is the stable clock
signal provided at the Service Access Point of the synchronization (SAP;) illustrated by
the following figure 2.17.

Radio Base Station Syntem

Radio Equipment Control (REC) Ractio Equapment (RE)

Conticd B Sy [EF S Conbrgd 8 Sy LM e
Metwork nlerface Mgt Dot Bt Iateriace
PP | | | | 1 | i
P " Eag AP . AL .
Layer 2 Laywr 2
Laryer 1 CPRI link Laywr 1
Master port Sl port

Common Public Radio Intertsce

Figure 2.17: Basic Architecture of CPRI

In figure 2.17, the Radio Equipment Control (REC) represents the BBU and the
Radio Equipment (RE) represents the RRH. In practice the synchronization of the BBU
can be provided either by the backhaul network (network interface) or by the external
source clock. The RRH is able to recover the clock signal from the received C'PRI signal.
Hence, to measure the contribution of jitter from the C'PRI signal to the frequency
accuracy budget, it is necessary to recover the stable clock signal. Also, as noted in [37],
the evaluation of the impact of the jitter on the frequency accuracy is based on the single
sideband of the C'PRI interface. In the C'PRI interface the acquired signal is coded in
NRZ (Non Return to Zero). In order to obtain the single side band of the data signal, it
is necessary to translate the data NRZ signal from base band to the clock frequency as

shown the following formula :

Sssp(t) = s(t) cos(wot) — $(t) sin(wot) (2.21)
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Where :

e S, : the single side band.

e s(t) : The data signal.

e 5(t) : The Hilbert transform of s(t).

e w, : The angular frequency of reference CPRI signal.

The following figure 2.18 gives the setup to measure the jitter contribution of the CPRI

signal.
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Figure 2.18: Dispositive to measure the impact of jitter on the frequency accuracy budget

In this setup, a Double Side Band mixer is used to translate the data message to the
frequency clock. The Local oscillator (Lo) input of the mixer is attacked by the C PRI
clock. The C'PRI clock is recovered by the CDR. This CDR is able to retime and reshape
the clock and the data signal and by the way, the latter provides a stable clock signal.
Because of the retiming and reshaping of the signal done by the CDR, a power splitter is
put at the output of the photodiode in order to recover the data containing the jitter. The
data signal from the power splitter attacks the input IF of the mixer. The result of this
operation performed by the mixer is transmitted from the RF output to the spectrum
analyzer. Notice that the signal of the RF output is a double side band signal. The
particularity of this spectrum analyzer is that it is able to get a single side band signal
from a double side band signal. Also, it is able to perform the calculation described by

the equation 1.2.
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The phase noise of the single side band signal should vary according to the frequency of
jitter. Therefore, to complete the study of the impact of jitter on the frequency accuracy
budget, SJ is introduced to the fronthaul link (figure 2.19). This study will permit to
know what is the amount of jitter on the fronthaul link which meets the requirement
(R-18') of C' PRI specification.
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Figure 2.19: Setup to study the jitter impact from CPRI interface to the frequency

accuracy budget

To measure the contribution of jitter from C' PRI interface to the frequency accuracy,
we have to consider a central frequency. This frequency corresponds to that delivered by
the CDR and it is equal to 2.457 GH z. The following figure presents the results of the test.
First of all, a reference measurement is performed. During this reference measurement,
no jitter is introduced on the C'PRI link.

Generally, for all frequencies and amplitude of SJ introduced, the maximum
contribution of jitter on frequency accuracy budget is not achieved. Indeed, the maximum
measured frequency accuracy budget is 1.41 ppb. The low frequencies from 1 kHz to
500 kHz are not a real impact on frequency accuracy budget because the results are
approximately equal to the reference measurement. The measurements concerning the
frequencies from 500 kHz to 10 kKHz have the same trend but a slight increase of the
frequency accuracy is noticed when the frequency of the introduced SJ rises. The general
conclusion of this study is that only the SJ does not bring enough variation of the phase

noise to achieve the limit proposed in specification of CPRI.

'R-18: Maximum contribution of jitter from CPRI link to the radio base station frequency accuracy
budget is 2ppb.
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Figure 2.20: Contribution of SJ from CPRI interface to radio base station frequency

accuracy budget

2.4.3 Impact of jitter on the LTE radio part

The RRH is the first point which directly communicates with the user equipment. The
communication is possible thanks to the radio link. The radio link uses a carrier frequency
to transmit and to receive the information. Generally, the frequency is provided by an
oscillator. This oscillator is driven by a PLL. The PLL applies an electrical voltage in
function of the phase difference to the oscillator. In fronthaul, the clock of the CPRI
signal leads the PLL. Indeed, the phase difference which allows providing the tension to
the oscillator is based on the phase of the CPRI clock. If the jitter is present in the
clock of the CPRI signal, the variation of the phase can cause the variation of the carrier
frequency. In this case, the user equipment should have some difficulties to synchronize
with the carrier frequency. The figure 2.21 illustrates the effects of the CPRI signal on

frequency deviation.
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Figure 2.21: Classical representation of a PLL in the RRH

The 3GPP recommendation [83] fixes the maximum frequency deviation at 50 ppb.
Above of this quantity of deviation the user equipment cannot synchronize on the carrier
frequency. In order to investigate the impact of jitter in frequency deviation, the study
is divided by two. At first, a theoretical study will be done. Given that the information
concerning the PLL of the commercial Enode B is not available for confidentiality reasons,
the classic PLLs described in the literature are considered as the reference model and are
used for the theoretical study. The goal of the theoretical study is to provide a reference
concerning the impact of jitter on the radio frequency deviation. It is also important to
have an idea on the evolution of the frequency fluctuation due to the jitter in order to
diagnostic the issue of end to end transmission. At a second time, a test will be done on

the commercial LTE platform.

2.4.3.1 Jitter impact on carrier frequency

Remember that the jitter is the variation of the signal phase. The PLL operates with
the phase difference; therefore, it is natural that the jitter has an influence on the operation
of the PLL. In addition, the RRH recovers the clock from CPRI signal. When the jitter
is present on the fronthaul link, the operation of the RRH could be disturbed. Each
constructor implements its owner PLL system but any information about this subject is
not available. In order to stay in the generality and for sake of simplicity, the classical
PLL represented in the literature is considered. The purpose of this study is to have
a general idea on effects of jitter present in the fronthaul link on the radio frequency

carrier. Considering the [84], [85] and [86], it is possible to propose a simplified block
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schema of the RRH allows studying the jitter effects on radio frequency carrier. Notice
that the nonlinear effects are not considered in this study. The figure presented beyond

is a simplified schema of PLL.

Clock including i
jitter | DaC !

fram PRI signal

)
E
©
)

Fo: Frequency carrier L_____________Fl_|:|_—_ ________________ i

WEO: viobage Controlled Os cillstaor ”d_"\'

O&C: Digital Anakg Comeerter (r\}/.l Lo
FED: Phase error Detector y,

IF: Intermediate Frequency
L Local o= cillator

FLL: Phase Locked Loop

Figure 2.22: Simplified schema of frequency carrier of RRH

To understand the issue of jitter on the frequency carrier, we suppose that we have
an ideal mixer and the nonlinear effects are not considered. In this configuration, after

having filtered the signal provided from the mixer, the frequency carrier Fj equals :

Fy=Lo+1IF (2.22)

Now we suppose that the jitter included in the clock signal, which attacks the PLL,

causes the frequency deviation of AIF. The equation 2.22 becomes :

Fo=Lo+IF+£AIF (2.23)

The equation 2.23 shows that the carrier frequency Fjy is sensible to the frequency
fluctuations of the PLL.

The operation mode of the PLL is determined by the filter. Several type of filter exists
but only the filters which permit a stable state of the PLL are considered. The survey
is split in 3 cases. The first case, the study is performed without the filter. The Phase
Error Detector (PED) is directly connected to the Voltage Controlled Oscillator (VCO).
At the second case, the PLL uses a first order filter and in the third case, the second order
filter is used. For each case, the effects of SJ and the TJ are treated. The ideal clock
(without jitter) has a duty cycle of 50%. This signal can be represented by a sinusoidal.
The DAC provides a sinusoidal signal to the PED. The PED delivers an electrical tension
(Vpep) based on the gain of the PED (K) and the difference of phase between the clock
from CPRI signal and the signal provided by the VCO.

VPED = Kl <¢CPRI - ¢VCO> (2‘24)

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 95
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Chapitre 2 : Jitter parameters on a fronthaul link

The VCO is supplied by the tension Vpgp. It delivers a signal with a frequency F,;
where K5 is the gain of VCO and Fj is the nominal frequency.

FOUT - FO+K2VPED (225)

1. Fist case: First order PLL (PLL without filter)
The phase at the output of the VCO wy oo can be written:

wyco = wo + 2maV (2.26)

The absolute phase of the VCO is defined by :

t t
cho<t) = / Wy oo dt = chot + 27TK2/ VPED(t> dt (227)
0 0

The relative phase of VCO is defined such as :

t
@VCO(t> = evco(t) — (,dvcot = 27TK2/ VPED(t) dt (228)
0

The tension Vpgpp can be written in function of the relative phase where O¢pry is

the relative phase of the clock signal.

Veep = K1(©cprr — Oveo) (2.29)

The function derived of the relative phase Oy ¢ gives the frequency deviation of
the VCO. Therefore, the derived of ©yco can be written as equation 2.30 :

dOyco
dt

- QWKlKQ(@CPR[ — @VCO) (230)

The equation 2.30 can be written in the frequency domain thanks to a Laplace

transform and the following transfer function is obtained :

@VCO(P) _ 27TK1K2
@CPR[(P) P+27TK1K2

(2.31)

According to the equation 2.31, the PLL can be considered as a phase low filter
with a cut frequency equals to K7 K,. Relative to the jitter, the PLL filters the SJ
jitter having a frequency higher than K;K5. In the following, the term 27K K> is
designed by we,,, , -
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The equation 2.32 can be considered as the relative phase of clock signal provided
by the CPRI (©¢prr(t)). The latter represents the jitter. In the frequency domain,
Ocpri(P) written as :

Wi

@CPRI(P) = 27TA]m
J

(2.32)

Where:

e Aj: is the amplitude of jitter

e wj: is the frequency of 5J

The combination of equation 2.31 and 2.32 allows obtaining the relative phase of
the PLL including the SJ effects in the frequency domain. The inverse Laplace
transform of Oyco(p) gives the relative phase of the PLL in the temporal domain.

Considering the SJ, the temporal expression of the relative phase writes :

Oveo(t) = 2mAjwe,, , wilAr €970 + AT et 4 Ay e “Crirl] (2.33)

1 )
@Vco(t) = 47TAijPLij [%(Al) cos(wjt) - %(Al) sin(wjt) + 5142 eiszPLLt]

doe 1 ,
d\;c*o = —4dnAjwe,,, wi[R(Ay) sin(w;t) + (A1) cos(w;t) + §wCPLLA2 e “eprLl]
(2.34)
Where A; and A, equals :
1 . WCprL
A= — — (2.35)

A=
Wi + WoprLr

The equation 2.33b gives information about the evolution of the relative phase
during the time. It allows studying the effects of SJ in terms of amplitude or jitter
frequency on the frequency of the PLL. To get the angular frequency deviation,
the derivative of the relative phase is done (equation 2.33c). A Simulation of the

evolution of the phase and the frequency fluctuations during the time is carried out.
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First of all, the parameter we,,, has to be fixed. According to the maximum
frequency deviation of 50 ppb |83| and the maximum phase gap that is of 27 rad, it
is possible to determine the angular frequency. We suppose that the local oscillator
is stable, therefore the frequency fluctuation is essentially caused by the variation of
the frequency delivered by the PLL. In this way, the maximum cut frequency fc,,,
of the PLL is :

50F, 107

fCPLL = T (236)

To have a scale of this cut frequency fc,,, the LTE 800 M Hz and 2.6 GHz are
considered. Our simplified PLL used in the eNodeB of LTE 800 M Hz should
approximatively have a cut frequency of 6.36 Hz. We remember that the jitter
concerns the phase variation is equal or higher than 10 Hz. In this case, the PLL
filters the effects of any jitter. Concerning the enodeB of LTE 2.6 GH z, this value
should approximatively equal to 20.7 Hz. Any frequency jitter above 20.7 Hz is
filtered. At the following for the simulation, the cut-off frequency of the PLL is fixed
at 6.36 Hz. To study the influence of frequency jitter, the simulation of equations
2.34 are performed. The amplitude of the SJ is fixed in order to assess the influence
of the frequency of SJ. The following figure gives an example of frequency deviation
corresponding to 0.5 U1 of SJ at 10 K H z.

Figure 2.23: Frequency deviation of the first order PLL due to 0.5 Ul at 10 KHz of SJ

The following figure summarizes the result of the simulation about the first order
PLL.
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Figure 2.24: Frequency deviation of the first order PLL

Through figure 2.24, the effects of the amplitude and the frequency of SJ on the
frequency deviation are highlighted. Indeed, for the frequencies between 10 Hz and
1 kH z, the frequency deviation varies and reach its maximum at 100 Hz. Also, figure
2.24 confirms that more the amplitude of SJ is high, more the frequency deviation
is important. For any frequency, higher than 1 kHz, the frequency deviation is
constant. Finally, for this kind of PLL, the frequency deviation increases when
the amplitude of the SJ rises. This situation opens the discussion on the choice of
criteria that should be considered to assess the impact of the SJ on radio frequency
deviation. The jitter frequency is generally filtered by the PLL. For the high jitter
frequencies, the radio frequency deviation is constant. Accordingly, in this case, the
jitter frequency is not very important criterion. The increase of the jitter amplitude
automatically causes the rise of the radio frequency deviation. In addition, when the
jitter amplitude increases, the lock range limit of the PLL can be achieved. In this
situation, the PLL could not lock and could cause the loss of the synchronization.
After this analysis, it is more suitable to consider the jitter amplitude to establish

the tolerance standard of SJ.

2. Second case: second order PLL
The second order PLL is a PLL which contains the filter of first order. It is the most
common in practical systems. In the frequency domain, the filter can be written of
two different kinds such as [74] :

1+ PT,
F=—1"-"2 2.37
! PT, (2.37)
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1+ PTy

F,=_"1-"=
2T 1+ PTY

The transfer function of the PLL writes :

. EP+F
P24 2w, P+ w?

H(P)

(2.38)

The table beyond provided by [74] summarizes the different parameters relative to

the filter.
Passive Fllter Active Filter
1 1+PTy 1 11 PTy
1+PTy 1+PTy Py PTy
— Wn,
E| 0 |2 (1-m2g)| 260 | 2%
F wfb wi wfb wa
w K1 Ko K1 Ko K1 Ko K1 Ko
n T Ty Ty T
Wn Town W Town
§ 2K, K3 > 1R R 0 2
T K1 K> K1 Ko K1 K> K1 Ko
! wa w2 wi wi
2_5 _ Wn 2_5
P 0 wn <1 K1K22§> 0 wWn

Table 2.4: Parameters of transfer function of second order PL

The jitter expression can be written such as indicated by the equation 2.32. In this

case, the relative phase of VCO writes :

EP+F  2mAuw,
. P Vbt 2.39
VCO304(P) P2 4 26w, P + w? (P? + %2) ( |
EP+F 2 AW,
Oveon (P) - 3%j (2.40)

(P — 1) (P — 22) (P +iw;) (P — iw,)

For the value of z; and x4, two cases are distinguished :

e[l =2 =wa(—E+ i/ (1 —€2)) and 2o = —w,(§ +i/ (1 — £2))

else 11 = w, (=& + /(62— 1)) and 23 = —w,(E+ 1/ (£2 — 1))

Thus, the equation 2.40 permits to obtain the expression of the relative phase in the
temporal domain thanks to the inverse Laplace transformer. Indeed, the expression

of the relative phase in function of the time is given by the equation 2.32.
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Over,, (t) = 2mAjw;(Ay €™ + A, €2 + Az ™" + Ay €9) (2.41)
Where :
* A= Grniul
* 42 = oD
o A3 = (2z'wj)(—wﬁiiuio;g—xz+iwj)
o Ay — — F—iBuw;

(2iw;) (x1+iw; ) (w2 +iw;)

According to the table 2.4.3.2, the factor £ (damping factor) is positive. When
the latter is between 0 and 1, the values of x; and x5 are complex. A; becomes
complex and A, is the conjugate of A;. As is a complex and A, is its conjugate.
Consequently, the relative phase of the PLL attacked by the CPRI signal including

the jitter writes :

Ovco, . (t) =4mAjw; [?R(Al) et cos (@t) ~ S(A,) et sin ( 1 g?t)
+R(A;3) cos(wjt) — I(As) sin(w;t)]

If the damping factor & equals 1, the relative phase writes :

Ovco,,,(t) = 2mAjw; [(—Ew, + F) e "' +E e “r +R(A3) cos(w;t) — S(As) sin(w;t)]

If the factor is higher than 1 the relative phase becomes :

Ovco,,,(t) = 2mAjw; [Ar €17 + A, 7' +2R(A3) cos(w;t) — 23(As) sin(w;t) ]
(2.42)

At the following, only the case of the passive filter without zero is presented. The
case where & equals to 1 must be avoided because on startup of the PLL, the
frequency deviation is proportional to the both amplitude and frequency jitter.
This value of the frequency deviation can out the lock range of the PLL. Figure 2.25

presents the frequency deviation for a second order PLL.
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frequency deviation [pph)

frequency jitter / cut freguency of the filter.
Figure 2.25: Frequency deviation of the second order PLL

The x-axis represents the ratio of the frequency jitter on the cut frequency filter of
the PLL. For the both damping factor, two cases are distinguished. The first case
concerns the part of the curves where the ratio is less than 1. In the part, the curves
depict the influences of frequency of jitter. The frequency deviation is inversely
proportional to the frequency of SJ. For the ratio between 1 and 100, the frequency
deviation is approximately the same. In addition, for both damping factors, the
curves are superimposed from the ratio equals to 10 until to 100. Generally, the
curves converge to the zero ppb when the frequency of the jitter increases. The PLL
behaves as a filter relative to the SJ. Equation2.42 also shows that the amplitude
of the sinusoidal jitter is an important parameter. The frequency deviation is

proportional to the amplitude of SJ.

The consequence of the jitter on the radio frequency deviation depends on the cut-
off frequency of the filter. The PLL filters the SJ which have frequencies higher
than the cut-off frequency.

3. Third case: third order PLL

The third order PLL is often used because their features allow increasing the tracking
capability of the high dynamics phase fluctuations [74|. This system is characterized
by the second order filter F'(P) which can be represented by the following equation

(1+ PT,)(1+ PTy)
(PT))?

F(P) = (2.43)
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The transfer function of a type 3 PLL writes such as :

o WC(P+ﬁWc)(P+61WC)
PP = Br s P+ ) (P + uwd) (244)
Where :
- ks ) ()
¢ 5 - wcsz

_ 1
4 /81 - wcT3

Unlikely the PLL of first or second order, the stability of this PLL is not
unconditional [87]. To achieve the stability of the type 3 orders PLL the condition
described beyond must be respected. The gain of the PLL has to be higher than a

minimum value estimated as [87]:

1 (T\°
KKy > — | = 2.45
7o, (T2> (245)
When the stability is achieved for this kind of system, it can be approximated by a
second order PLL [87].

In summary, the PLL behaves as a filter relative to the jitter. The frequency
deviation is approximately the same for any jitter frequency higher than the cut
frequency of the PLL. Considering these frequencies, the amplitude of the jitter
becomes the major parameter which influences the performance of the fronthaul.
This analysis can justify the results described by the figure 2.12 and figure 2.14.
Indeed, in these figures, the operating zone of the system is delimited by the
threshold amplitude of SJ and in some cases and not by the frequency of SJ. In order
to get a realistic SJ jitter mask and the realistic tool which permit to diagnostic the
issue of the jitter on a fronthaul link, the CPRI specifications about jitter must be

rethinking.

2.4.3.2 Jitter impact on carrier frequency: experimental tests

In this part an experimental setup is described to measure the frequency deviation of
the RRH. The setup is presented beyond.
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Figure 2.26: Setup to study jitter effects on the carrier frequency deviation

In this experimentation, the Spectrum Analyser measures the spectrum of the radio
frequency. It is able to measure the frequency deviation. In Addition, software is installed
in the computer to get the information about the frequency deviation. Then, the BBU and
the Spectrum Analyzer have to be synchronized with the same stable source clock. In this
scheme, the rubidium provides stable clock at 10 M Hz. This signal trigs the spectrum
analyser. The CALNEX recovers the clock signal and converts it in a Synchronous
Ethernet (SYNC-E) signal to trig the BBU (LTE DU). After introduction of jitter the
signal (CPRI signal containing the jitter) get the RRH (LTE RU) after has crossed 25 km
of optical fiber. In the antenna site, a power coupler is placed to divide the optical power
in two parts. One part of received signal is used to measure the jitter, and the other part
is sent to the RRH in order to measure the radio frequency deviation.

In the following part, the reference measurements are presented. To obtain these
results, the CPRI signal is sent through the dispositive described by the figure 2.26 without
jitter is added.

The radio frequency deviation doesn’t exceed 1.2 ppb (figure 2.27), but this
measurement does not significantly represent the trend of the different recorded samples.
In order to have an idea on the repartition of the samples in function of the radio frequency

deviation, a normalized histogram is drawn in the next figure (figure 2.28).
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Figure 2.27: Reference radio frequency deviation (without introduced jitter)
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Figure 2.28: Reference radio frequency deviation (without introduced jitter)

This histogram is divided by class and each class has an interval of 0.1 ppb. According
figure 2.15, the range of the class is described by the interval : [—1;1.2] ppb. More than
95% of the frequency deviations are between —0.2 ppb and 0.7 ppb. The goal of this
figure is to show the distribution of the different measurements in order to propose a
representative value of the radio frequency deviation. For this, the mean 2,.f, , £and the

standard deviation o,., , of samples are calculated with the following formulas :

xTefdev = N xz (246)
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N

1 .
O-Tefdev = N Z('T’L - Q:Tefde'u>2 (247)
i=1
Representative interval = [Tref,., — Orefyoss Trefaey + Orefuo) (2.48)

Frequency deviation = max (|Tref,,, — Orefyoyi Trefiens Orefien

) (2.49)

Where :
e NN : is the total number of samples
e z; : is the i** sample

After calculation, the mean of reference frequency deviation is 0.25 ppb and the
standard deviation is 0.27 ppb. Considering these two values, the representative interval
(equation 2.48) is defined between [—0.01;0.53]. In term of class this interval can be in
[0; 0.5]. This interval represents approximatively 75% of the samples. After this statistical
study, [—0.01;0.53] can be considered to describe the reference frequency deviation in
terms of interval and 0.53 ppb can be used to represented these reference measurements
as a number.

Now, jitter is introduced in the CPRI signal and the radio frequency deviations are
measured. Before the presentation of general results, an example of jitter effects on
the frequency deviation is given. Figure 2.16 represents the radio frequency deviation
resulting of the fronthaul link containing 0.5 U of sinusoidal jitter and 0.49 UI of RJ.
The comparison between figure 2.29 and the reference measurement (figure 2.28) shows

that the standard deviation is rise when the jitter is present in the CPRI signal.
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Figure 2.29: Relative radio frequency deviation with a fronthaul link containing 0.5 Ul
of SJat 1 MHz and 0.49 UI of RJ

The following figure shows the distribution of different samples. Through this figure
the increasing of standard deviation is noted. The results of equation 2.47, equation 2.47,
equation 2.48 and equation 2.49 applied on these samples (samples of jitter present in the
CPRI signal) are consigned in the table 2.5.

Mean Standard deviation Interval Considered value
—0.24 ppb 1.05 ppb [—1.3;0.9] ppb 1.29 ppb

Table 2.5: Statistical results of the radio frequency deviation of a fronthaul link containing
0.5UI of STat 1 MHz and 0.49 UI of RJ

The measurements are directly carried out at the output of the RRH. In this way,
the tests are performed for several levels of SJ at different frequencies. The results are
summarized in figure 2.30. The radio frequency deviation represents the point described
by the equation 2.49
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Figure 2.30: Histogram of relative radio frequency deviation with a fronthaul link
containing 0.5 U of SJ at 1 M Hz and the 0.49 UI of RJ

SJ is introduced at different frequencies. The radio frequency deviation is measured
and the results are summarized at figure 2.31. This figure represents the considered value
of the radio frequency deviation. This figure shows that the SJ do not cause a high
frequency deviation. The frequency deviations are approximately equal to the reference
measurement. These results are due to the cleaner jitter present in the commercial enode
B. The cleaner jitter is able to cancel the effects the jitter in the signal and provide a
clean signal. For any frequency, when the amplitude jitter is higher than 0.5 U, there is
a failure of the radio link. This result confirms that the amplitude of jitter remains the
main factor for the frequencies jitter between 10 Hz and 10 M Hz. Therefore, with the
actual system dedicated for the fronthaul link, it is not possible to meet the requirement
of the CPRI in terms of S.J tolerance for the frequencies between 10 Hz and approximately
1.8 MHz.
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Figure 2.31: Radio frequency deviation relative to the sinusoidal jitter
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2.5 Conclusion

The jitter is an electronical phenomenon which causes the variation of the decision
instant on the digitalized data transmission. The consequence of the jitter is the
introduction of the errors in the transmission. The requirements in term of jitter on the
fronthaul link are consigned in the CPRI Specification. These requirements are divided
by two. The first specifies the impact of the jitter in the frequency accuracy budget of
the CPRI clock signal. Indeed, the contribution of the jitter on the frequency accuracy
budget is 2 ppb and can be measured in the spectral domain. The second defined the
tolerance jitter in the time domain and gives a definition of total jitter different from the
conventional representation.

The study of the jitter on the fronthaul link begins by a state of the art about jitter
definition. These investigations highlight the different components of the jitter and the
method to measure these components. The oscilloscope to measure the jitter uses the
conventional jitter decomposition which is different from the CPRI specification. A
mapping between these two different representations is proposed in order to compare
the measured values to CPRI specification.

From the perspective to have thorough inspection of jitter, a system permitting to
introduce different kinds of jitter is proposed and tested. This setup allows assessing
the jitter and studying its impact on the fronthaul link. This evaluation of jitter has
considered three criteria such as the BER of the CPRI signal, EVM of the LTE signal
and the radio frequency deviation of the commercial enode B. Finally, this study shows
that the amplitude of SJ is the main criterion which must be considered. The different
specifications in terms of jitter proposed by the CPRI do not match with the actual
electronic devices. In order to evaluate correctly the fronthaul link it is necesseru to
rethinkink the CPRI in terms of Jitter.
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Figure 3.1: Macro cells configuration with 15 RRHs

3.1 Introduction

Since the regulation aspects are considered in the deployment of fronthaul, the fiber
provider must to allow the transport of CPRI signal of any mobile Operator. Nowadays,
the typical antenna configuration in urban areas can exceed 15 RRHs. The figure 3.1
illustrates the configuration of macro cells sites. The RRHs depend on the different RAT
(GSM, UMTS or LTE) and of the different operation frequencies bands. Using the physical
point to point topology does not permit to optimize the optical fiber resources. Indeed,
with this topology, the bidirectional communication between 15 RRHs and theirs BBUs
is guaranteed through 30 optical fibers. The Wavelength Division Multiplexing (WDM)
technique is used to reduce the number of optical fibers used between the antenna site
and the CO and therefore, the cost of the deployment of fronthaul. In addition to this
technique, ORANGE continues to explore different ways to reduce further the cost of
deployment of fronthaul while focusing on the passive network as criterion. This objective
has permitted us to study two potential solutions low cost for the implementation of

fronthaul. The two proposed candidates which have been studied in this chapter are:
e DWDM self-seeded based on a RSOA (O-band)

e WDM Single fiber including a semi passive monitoring scheme
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3.2 DWDM self-seeded on a fronthaul link

One of characteristics for fronthaul in Centralized-Radio Access Network (C-RAN)
architecture is the capacity to multiplex several fronthaul links on the same fiber by
means of Wavelength Division Multiplexing (WDM). Hence, the CWDM is the low cost
and a pragmatic option, but inventory management problems for wavelength assignment
can burden the network. Moreover, if the number of RRHs on the antenna site exceeds
16, this system will reach its limits in terms of capacity of links. Dense Wavelength
Division Multiplexing (DWDM) is then used to face to the limits of CWDM but an
increasing of complexity of inventory management issue is observed with this type of
WDM technique [88].

DWDM based on the self-seeded Reflective Semiconductor Optical Amplifier (RSOA)
has been evoked as potential solution for the fronthaul [89] [90]. This solution is a
colorless wavelength and offers the advantage of assigning automatically and passively
the wavelength of the laser source thus suppressing the inventory the capacity issues
met with the classic WDM system. In this section, DWDM self-seeded solution is
implemented for fronthaul link in the O-Band. The particularity of O-Band is the low
chromatic dispersion in SMF-28 fiber. This latter can deteriorate the quality of the

optical transmission relative to the distance.

3.2.1 Operation of self-seeded system

The self-seeded system is a colorless and low cost laser solution for WDM access |91].
The purpose of the self-seeded source is to assign automatically and passively a desired
wavelength. An optical cavity is formed between the reflector in the RSOA and the
Faraday Rotator Mirror (FRM) providing a colorless optical source called “self-seeded”.

The principle of a self-seeded with a RSOA can be summarized by figure 3.2 in three steps.

At the first step (D in the figure 3.2), the RSOA provides a wide band of an
Amplified Spontaneous Emission (ASE). At the second step, this ASE is sliced by an
Arrayed Waveguide Grating (AWG) at the desired wavelength (@) in the figure 3.2) at

the selected wavelength.

A part of the light is reflected by the mirror and return to the RSOA. At the third
Step, ( @in the figure 3.2) these round trips are carried out several times in the cavity
before reaching the steady state. In this manner the signal from the RSOA is passively
amplified at the selected wavelength.
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Figure 3.2: Schema of principle of a self-seeded source based on RSOA

Therefore, the emission wavelength is only by the selected AWG port so that every
network terminal can be equipped with the same RSOA. Thus, this solution is passive

and colorless [91].

The behavior of laser in the cavity has been studied in [91]. Indeed, the presence of
cavity modes is observed in the laser cavity and the frequency of apparition modes depends
on the length of the cavity as shown the figure 3.3. Indeed, the number of longitudinal
modes rises with the length of the cavity. Thus, the self -seeded source is a multimode

laser with a low degree of coherence.

3.2.2 Setup of self-seeded based on the RSOA for a fronthaul link

Figure 3.4 describes the setup of the fronthaul link based on the RSOA in the O-
Band at 1327.6 nm and the transmitted power is approximatively -9.5 dBm. The RSOA
is highly polarization dependent. We use a 45° Faraday Rotator (FR) and a Faraday
Rotator Mirror (FRM) to preserve the polarization of the RSOA in the cavity [92]. The
common port of a flat top Arrayed Waveguide Grating (AWG) with 3dB losses, 200 GHz
of 3 dB bandwidth and 280 GHz of channel spacing is connected to a 50% splitter followed
by a reflective 90° FRM. In [93], several combinations with different splitters have been
tested. The back to back configuration with a 50% splitter shows the best BER, therefore
the same configuration has been used for the fronthaul setup. Thus, an optical cavity

is formed between the reflector in the RSOA and the FRM providing a colorless optical
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source. The tests have been performed on the downlink transmission from BBU to the
RRH in order to simultaneously study the quality of the signal and also evaluate the radio
frequency deviation at the output of the RRH. However, the BER measurements also hold

for the uplink transmission direction. Two different tests have been carried out:

e EVM and jitter measurements respectively on the LTE and CPRI Signals (D) in the
figure 3.4)

e BER and latency measurement of CPRI frames (@) in the figure 3.4).

The RSOA biased with 100 mA current, has been directly modulated by CPRI frames
provided by a CPRI module that emulates a BBU and a RRH in case ) or by a CPRI
generator in case (2). We have tested CPRI rates at 1.22 Gbit/s and 2.45 Gbit/s for back
to back, 30 km and 60 km feeder lengths and short (<10m), 1 km, 2 km and 5 km cavity
lengths. Also, remember that the standard of optical fiber SMF-28 is used as transmission

and drop fiber.

3.2.3 EVM and BER characterization

The CPRI module converts the LTE baseband signal obtained from a L.TE generator
to CPRI frames (@ in figure 3.4). At the reception, the optical signal is split in two parts.
On one side, the CPRI module (RRH) extracts the LTE signal from the received CPRI
frames. The Spectrum Analyzer demodulates the LTE signal and measures the EVM. The
three modulation types have been tested at for LTE 10MHz and 20MHz corresponding
to 1.22 Gbit/s and 2.45 Gbit/s CPRI rates respectively (same filling ratio in the CPRI
frames). Single Input Single Output has been used as antenna configuration. At the
other output port of the optical splitter, the jitter has been measured on the CPRI signal
by means of a calibrated photodiode and a Digital Storage Oscilloscope (DSO). A CPRI
generator is used to modulate the RSOA with CPRI frames (@) in figure 3.4). At the
reception, a CPRI error detector measures the BER and latency on the fronthaul link.
During the test, we have increased the attenuation of a Variable Optical Attenuation
(VOA) so to identify the receiver sensitivity. The sensitivity is defined as the minimum

received power allowing the respect of EVM 3GPP recommendations.

3.2.3.1 EVM

Figure 7?7 depicts the measured EVM as a function of the received power for back
to back (figure 3.5 (a)), 30 km feeder length (Figure 3.4 (b)) and 60 km feeder length
(figure 3.5 (c)). QPSK, 16 — QAM and 64 — QAM modulations have been tested, but
only the results with 64 — QAM are presented in figure 3.5, as this modulation has the
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Figure 3.5: EVM measurements for 64-QAM, (a): back to back feeder, (b): 30 km feeder,
(¢): 60 km feeder

most stringent EVM requirements. The results of the others modulation are presented
in the annex. The different curves correspond to short (<10 m), 1 km, 2 km and 5 km

cavity length (drop fiber length) for 1.22 Gbit/s (dashed curves) and 2.45 Gbit/s (solid
curves) are presented.

A loss of signal is observed when the EVM is higher than 3GPP limit. The
performance of LTE signal depends on the received power and the rate. Indeed, the
sensitivity is approximately -30 dBm at 1.22 Gbit/s and -25 dBm at 2.45 Gbit/s. In the
back to back configuration, the performances for a considered rate and different cavity
lengths are approximately the same, except for the 5 km cavity configuration at 2.45
Gbit/s where a small deterioration is registered with a minimum EVM of 1.2%. For
30 km feeder length the results are very similar to the back to back configuration. For
60 km fiber length, the different attenuations (insertion loss of different devices, fiber
attenuation) on the transmission link have not allowed to measure a power higher than
-21 dBm. For 2.45 Gbit/s data rate at -21 dBm and 60 km feeder, the EVM increases
relative to other configurations at the same power. For example, EVM is 5% with 5 km
cavity length, whereas it is 0.04% for the same cavity length but shorter feeder lengths
(Figure 3.4). Furthermore, we study the impact of CPRI on the modulation of radio
LTE signal (QPSK, 16 — QAM, 64 — QAM). We consider the case with 30 km feeder,
first with short cavity, then with 2 km and finally 5 km of cavity. The results are
presented in figure 3.6. A reference measurement has been made by directly connecting
the LTE generator to the spectrum analyzer. The value of this reference measurement
for the different modulation formats (QPSK, 16-QAM and 64-QAM) is 0.04%. The
EVM is approximately the same for different modulations. It is 0.04% for received

power of at least -27 dBm at 1.22 Gbit/s and for received power of at least -22 dBm
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Figure 3.7: LTE data I/Q) mapped on the CPRI frame

at 2.45 Gbit/s. For all modulations, the maximum EVM, corresponding to the power
sensitivity, is approximately equal to 6%. There is negligible EVM difference between
different modulation formats. This little difference between EVM of each modulation
format and the lower of the EVM (equals to the reference measurements 0.04%) is due to
uses high level of the quantification of LTE I/Q format which has 15 bits of resolution.
In order to have a better understanding of these results, a thorough analyze of the setup
is made. Indeed, the data I/Q (I: 15 bits, Q: 15 bits) provides by the LTE generator is
directly sent toward the spectrum analyzer. This latter is able to demodulate the LTE
data I/Q and measures an EVM of 0.04% for the three tested modulation formats.

When the CPRI is used to transport the LTE data, the data I/Q samples are mapped
to the Antenna Carrier Container (AxC). For LTE, two methods exist to map the
data T/Q to the AxC Container. For our analysis the backward compatible method is
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considered. In this case, One AxC Container contains exactly one sample of data 1/Q.
The Figure 3.6 gives an overview of the operating mode of this method [37|. Accordingly,
one AxC container corresponding to one data 1/Q is placed on the CPRI frame whose
length is 15 bits. In this way, there is not any modification on the Data I/Q samples.
Therefore, when the Signal to Noise Ratio (SNR) of the optical signal permits to return
correctly the CPRI signal, the case of the reference measurement can be reproduced at
the spectrum analyzer. For example, for 2.45 Gbit/s, concerning the received power of
least -22dBm, the Signal to Noise Ratio (SNR) of the optical signal is enough to recover
AxC container (I/Q samples) in order to measure an EVM of 0.04% for any tested
modulation format. When the attenuation increases, the SNR decreases. The drop of the
SNR affects the AxC container accordingly the data 1/Q samples which are independent
of the modulation format. Hence, the deterioration of the signal due to the mitigation of

the SNR impacts at the same way the different tested modulation formats.

In order to show the influence of the resolution bandwidth of I/Q data, the CPRI
modules are directly connected themselves. Then the resolution bandwidth is changed
in function of the modulation format provided by the LTE generator. The results are

consigned in the following table. In the table 3.1, the EVM decreases when the resolution

EVM following the modulation formats(%)
Resolution bandwidth (bits) | QPSK | 16-QAM 64-QAM

4 14.12 14.84 21.25
6 3.03 3.33 5.7

8 0.49 0.93 1.41
10 0.12 0.2 0.36
12 0.05 0.05 0.1

15 0.04 0.04 0.04

Table 3.1: EVM relative to the resolution bandwidth and the modulation formats

bandwidth rises. The EVM of the different modulation formats is equal and reach its
minimum (0.04%) for 15 bits of resolution bandwidth. This result underpins the previous
conclusion which specifies that the low different of EVM between the modulation formats
and the low EVM observed for all modulation formats are due to the high resolution
bandwidth (15 bits).

3.2.3.2 BER

Figure 3.8 reports the BER measurements for the back to back configuration, 30
km feeder and 60 km of optical fiber transmission with various cavity lengths. At 1.22
Gbit/s, the CPRI BER requirement is respected in back to back and with 30 km feeder
length, for received powers of at least -22 dBm. For 60km feeder length, the BER is
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Figure 3.8: BER measurements, (a) back to back, (b) 30 km feeder, (c): 60 km feeder
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higher than 10712, At 2.45 Gbit/s, in all cases, the BER is higher than 1072, When
the different curves of the figure 3.8 are compared, we note a degradation of BER as a
function of increasing feeder length. This phenomenon is highlighted in figure 3.9 that
depicts the results of short cavity for different feeder length and both data rates.

In figure 3.9, at 1.22 Gbit/s the curves of back to back and 30 km of feeder are
superimposed. There are approximately the same performances but for a BER of 1072 a
power penalty of 1 dB is measured. About the feeder of 60 km, two parts are distinguished.
The first part concerns the curve whereabouts the received power is approximately of at
least -27 dBm. In this part, a little penalty is illustrated in terms of BER. For a BER
of 107! a power penalty of approximately -3 dB is measured. At 2.45 Gbit/s, according
to the Figure 3.8, after 30 km and for a BER of 10~7 a power penalty of about 5 dB is
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Figure 3.10: EVM measurement vs BER

noticed. At 60 km of optical transmission, for a BER of about 10~ a power penalty of
approximately 3dB is noticed.

This power penalty is essentially due to 2 raisons. At first, the cavity modes which
appear in the cavity of the self-seeded source [91]. At second, a standard SMF-28
(chromatic dispersion is zero at 1310 nm) fiber is used. Considering the emitted
wavelength (1327.76 nm) a small quantity of chromatic dispersion (CD) and Polarization
Mode Dispersion (PMD) are introduced by the used fiber. Remember that for a standard
SMF-28 the CD is between 0 and 3.5 ps/nm for the wavelength between 1280nm and
1330 nm. The main reason of the observed penalty after the 30 km and 60 km of feeder
is that all longitudinal modes present in the cavity [91] suffer the effects of chromatic
dispersion and PMD.

The EVM specification is respected for all constellation, even if the BER is higher than
CPRI specification. Figure 3.10 shows the correspondence between the EVM and the BER
for 30 km of transmission and for different cavity lengths. For both transmission rates,
the EVM remains equal to 0.04% until the BER is lower than approximately 107%. No
deterioration on LTE signal quality is observed because the EVM is constant and respects
the 3GPP specifications. The end to end signal quality is ensured despite the BER does
not comply CPRI specification. One more time, this result shows the strength of the
D-RoF technology and ensure the quality of the LTE signal for the low BER performance
according the CPRI specifications. This low deterioration of EVM signal is thanks to the

high resolution of quantification.
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Rate Short cavity (<10m) 1 km cavity 2 km cavity 5 km cavity

Rate TJ RJ DJ TJ RJ DJ TJ RJ DJ TJ RJ DJ

(Gbit/s) (UI) | (UI) | (UI) (UD) | (UD) | (UI) | (UI) | (UD) | (UIL) | (UI) | (UD) | (UI)
1.22 1.1 0.35 | 0.74 1.1 0.38 0.7 1 0.64 | 0.36 1.1 0.5 0.6
2.45 1.5 0.7 0.8 1.35 0.9 0.4 1.48 1.1 0.4 1.6 1 0.6

Table 3.2: Jitter measurements for fronthaul based on a self-seeded system

3.2.3.3 Jitter and latency characterization

The jitter and latency aspects are very important parameters in the characterization
of a fronthaul link. Let remember that the DSO is used to measure the jitter in the time
domain and the latency is measured by means of the CPRI errors detectors (figure 3.4).
The results about the jitter measurements are consigned in the table 3.2. The TJ, RJ, DJ
are measured for different cavity length. According to the table 3.2 | the jitter (TJ, RJ,
and DJ) does not depend on the cavity length but it depends on the rate. In all cases,
the measured jitter is higher than the maximum tolerated values according to the CPRI
specifications. At 2.45 Gbit/s random jitter is very high (approximately 1UI). Indeed,
the RJ is mainly due to thermal noise [94]. The power of thermal noise P depends of
temperature and bandwidth (equation 3.1).

P=KgTB (3.1)
Where:
e P: The power of thermal noise
e K. The constant Boltzmann
e B: The bandwidth.

When we compare RJ between the two rates, at the same temperature, RJ at 2.45
Gbit/s is approximately two times than at 1.22 Gbit/s. When the bandwidth increases,
the thermal noise increases at the same proportion and causes the rise of the RJ. In
order to reduce random jitter, we can study the temperature influence on the self-seeded
source based on a RSOA or the influence of the CPRI compression which permits to
reduce the bandwidth of signal. Despite the high jitter level, the quality of LTE signal is

not impacted.

The table 3.3 lists the latency measurements. The introduction of cavity length
increases latency. To obtain the total latency on the transmission, we add the delay
of the cavity and the delay of the feeder. Indeed, for 5 km of cavity, 24 us on the latency

has been added compared to the back to back configuration. This latency corresponds
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to the signal propagation in the optical fiber. To estimate the round trip delay, we can

multiply by two the values of table when we consider that the transmission on the uplink

and the downlink use the same self-seeded setup. According to [32], the round trip delay
is 400 us for LTE-A and 700us for LTE. In terms of round trip delay, the self-seeded
DWDM can be used until 60 km with 5 km of cavity (644 us of round trip delay) for
LTE and until 30 km with 5 km of cavity (349 us of round trip delay) for LTE-A. But
remember that the values of the round trip delay proposed by [32]| are not a standard.

The works of the standardization of these values are ongoing.

Rate Short cavity (<10m) 1 km cavity 2 km cavity 5 km cavity
Rate 0 30 60 0 30 60 0 30 60 0 30 60
(Gbit/s)) km | km | km km | km | km | km | km | km | km | km | km
1.22 0 ps | 149.6 | 297.2 4.8 | 154.6| 302 9.8 |159.5|306.8| 24.5 | 174.3 | 321.7
s s s s s s s s s s s
2.45 0.02 | 149.7 | 297.2 5) 1564.7 1 302.2 | 9.3 | 159.6 | 307 24 | 17441 321.8
s s s s s s s s s s s s

Table 3.3: Latency measurements for fronthaul based on a self-seeded system
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3.2.4 Radio frequency deviation
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Figure 3.11: Setup of frequency deviation measurements

The Radio frequency accuracy is the precision of the RU radio frequency transmitter
to synchronize on a nominal frequency. Interdependence between CPRI clock, jitter
and radio frequency accuracy budget exist [95] [96] and this latter can be influence the
performance of the LTE signal. The maximum allowed radio frequency deviation at
the air interface of LTE eNode B is £50 ppb [83]. In this experience, we measure the
frequency deviation on a commercial eNode B platform as shown in figure 3.11. The
CPRI signal provided by the BBU (2.45 Gbit/s) is converted from optical to electrical
thanks to a SFP board. This signal is transmitted on the fiber by the self-seeded device.
The spectrum analyzer measures the frequency deviation and the EVM. It is important
to synchronize the BBU and the spectrum analyzer with the same source (rubidium
source with 107 precision at 10 MHz) in order to have stable measurements. The Calnex
allows delivering SYNC-E to synchronize the BBU. The RRH transmits at 816 MHz.
The frequency deviation is directly measured at the output of RRH. In this manner,
we are sure that the measured frequency deviation is essentially due to the self-seeded
system. At first, a reference measurement without the self-seeded device (the BBU is
directly connected to the RRH) has been done. The figure 2.27 shows the results of the
reference measurement: 0.5 ppb of frequency deviation is measured. The measurements
respect the 3GPP standard (50ppb).

At the following, the radio frequency deviation is measured with the self-seeded setup.
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Reference Short cavity Other
measurements Cavity
length
Length of | Back 30 Back 30 Back | 30
transmission | to back to back to
(km) back
Frequency 0.7/ 99 0.9/99 | 0.9/ 60| No radio
deviation 35/ 25 signal
(ppb) / rate >50/ 15 | (system is
of measured down)
samples (%)

Table 3.4: Frequency deviations results

The Figure 3.11 and the Figure 3.12 present the results for the short cavity, which is
implemented with back to back feeder and with 30 km of feeder. Figure 3.11 describes
back to back configuration. The measurements of frequency deviations are generally
between 0 and 0.9 ppb. The EVM is constant at 0.24%. When 30 km of feeder is
added (figure 3.12), most of measured points are between 0 and 0.9 ppb (approximately
60% of measured samples), but several of them are higher than 50 ppb. In the case
where the frequency deviation is above 50 ppb, the radio link is failed and the EVM is
higher than the 3GPP recommendations. For when the frequency deviation is below 50
ppb, the EVM equal to 0.24%. The combination of jitter and the propagation of the
longitudinal modes (present in the cavity of self-seeded) in the standard fiber (SMF-28)
do not permit the RRH to properly synchronize to the frequency of the CPRI signal.
When cavity length is added, the system does not operate. In this case the number of
longitudinal mode increases and affects the Relative Intensity Noise (RIN) which is an
important parameter in the performance of the self-seeded transmission. The level of the
RIN depends of the competition of the longitudinal mode [91]. The RIN and the cavity
losses affect the performance of the transmission and do not allow the RRH to operate.
Finally, for the tested commercial eNobe B, only the configuration of short cavity without
fiber transmission properly operates. The different results are summarized in the table
3.4.
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Figure 3.12: Frequency deviation for short cavity and back to back feeder
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Figure 3.13: Frequency deviation for short cavity and 30 km feeder

3.3 CWDM single fiber solution for fronthaul

To achieve fronthaul, different physical configurations exist. Among them, the point
to point topology can be used be used but its deployment uses a lot of optical resources.
Indeed, this physical topology links each RRH to its BBU by two fibers. The pair of fibers
is used to downlink and uplink transmission between BBU and RRH. Since the optical
fiber is a scarce resource, a Wavelength Division Multiplexing (WDM) technic is used in
order to reduce the number of fiber. Concerning the Coarse WDM (CWDM)), it is possible
to multiplex up to 18 optical links. In addition, the CWDM proposes 2 configurations.
First of all, the dual fiber CWDM can be used to reduce the number of fiber. Indeed,
between the demarcation points only 2 fibers are necessary to connect 18 RRHs to their
BBU instead of 36 fibers for the point to point physical topology. Typical macro cell
configurations in urban areas can reach up to 15 RRHs corresponding to 3 sectors for
each radio access technology that must be connected to the BBUs in the CO. Dual fiber
CWDM is a low cost option that allows the reduction of the CAPEX and OPEX relative
to the point to point physical topology by connecting 15 RRHs to their BBU through 2
transmission fibers ( figure 77).
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Figure 3.14: Dual optical fiber transmission of fronthaul link

3.4 CWDM single fiber solution for fronthaul

To achieve fronthaul, different physical configurations exist. Among them, the point
to point topology can be used but its deployment implements a lot of optical resources.
Indeed, this physical topology links each RRH to its BBU by two fibers. The pair of
fibers is used to downlink and uplink transmission between BBU and RRH. Since the
optical fiber is a scarce resource, a Wavelength Division Multiplexing (WDM) technic is
used in order to reduce the number of fibers. Concerning the Coarse WDM (CWDM),
it is possible to multiplex up to 18 optical links. In addition, the CWDM proposes 2
configurations. First of all, the dual fiber CWDM can be used to reduce the number of
fibers. Indeed, between the demarcation points only 2 fibers are necessary to connect 18
RRHs to their BBU instead of 36 fibers for the point to point physical topology. Typical
macro cell configurations in urban areas can reach up to 15 RRHs corresponding to 3
sectors for each radio access technology that must be connected to the BBUs in the CO.
Dual fiber CWDM is a low cost option that allows the reduction of the CAPEX and
OPEX relative to the point to point physical topology by connecting 15 RRHs to their
BBU through 2 transmission fibers ( figure ?7?).

In spite of the simplicity of this solution, its reliability and its robustness for outdoor
environment, dual fiber CWDM has also some drawbacks. At the cell site and at
CO level, the requirement of two fibers can burden the exploitation. A single fiber
bidirectional solution would be privileged in comparison to dual fiber CWDM to connect
up to 18 RRHs. Moreover, a single fiber link would provide a symmetric link that is
preferable for synchronization issues in LTE-A. For this raison, this study is going to

focus on the bidirectional single fiber to achieve fronthaul link. In order to build a
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fronthaul solution, several aspects must be considered like legal and regulation aspects,
operation, administration, monitoring system and cost efficiency of CPRI transport. In
terms of legal and regulation aspects, it is important to know the part on the fronthaul
link which will be managed by the fiber provider. In order to situate the different
responsibility between the mobile operator and the fiber provider, the Demarcation
Points (DPs) must be defined. In our case, we consider like a fiber provider. Deploying
fronthaul solution based on single fiber systems requires the implementation of an optical
link monitoring for fault detection. In dual fiber CWDM, the monitoring scheme consists
in injecting an optical power at a dedicated wavelength (e.g. about 1600 nm) from active
equipment at CO. This monitoring signal is looped with passive equipment situated at
antenna site. Following the received power measured in the active equipment, we can
diagnose the fiber link between the MUXs and DeMUX. This monitoring system is not
able to precisely detect the cause or to situate exactly the fault on the fiber. It just able

to diagnostic if the fiber has a fault which causes the failure of the fronthaul.

Unlike dual fiber CWDM, it is difficult to implement monitoring system on single fiber
CWDM. For the time being, there is no monitoring solution for fronthaul CWDM single
fiber links. Furthermore, the fixed and mobile network convergence aspects presented by
COMBO project, the CWDM single fiber is proposed as solution to integrate fronthaul
in the reference architecture but the issue about the monitoring scheme is addressed.
Our objective is to demonstrate the possibility to have a complete CWDM single fiber
solution for fronthaul. This solution implements CPRI data traffic and a monitoring
scheme based on reduction of Rayleigh Backscattering (RB). Like the monitoring
system of dual fiber CWDM, the proposed monitoring scheme permits to diagnostics
if the fiber transmission is damaged and not to detect the source of the damage or
to localize where the fiber is cut. In this section, at first, the monitoring aspects are

going to present, and then the issue about the single fiber for fronthaul is going to discuss.

3.4.1 DMonitoring Scheme for single fiber for fronthaul

The reflection of the light in a mono fiber can be caused by [97]:

e Rayleigh scattering: due to non-homogeneous structural changes at the molecular

level. The light propagates in all directions

e Reflections scattered light: due to localized changes in the optical refractive index

glass of the glass. The light also propagates in all directions

e Reflection diameter: due to the geometrical glass differences
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e Fresnel peaks: appear where there is a sudden change in the material density. For

example, from glass to air transitions at near perpendicular cleaved fiber ends.

Indeed, the non-homogeneous of particles always exist in the fiber, the presence of
Rayleigh scattering is so permanent and cannot be avoided [98] [99]. Rayleigh scattering
is one of main causes of the attenuation in the fiber. The attenuation due to the Rayleigh

scattering is inversely proportional to the wavelength ( ~A~* where ) is the wavelength).

When a cut of fiber occurs, the reflected power light depends on refractive index
difference (between the core of single fiber mode and the air), the angle of incidence
and the polarization incident ray. The worst case which can appear is when the cut of
fiber is straight. In this case, the reflective power is approximately estimated at 4% of
the incident radiation at the silica-air interface (less 14 dB under the incident power)
[100]. This kind of reflection corresponds to Fresnel peaks. In the practice, when a cut
of fiber occurs, it is rare that the cut is straight. Generally, the cut makes an angle at
the silica-air interface thereby the reflected power is less than 4% and becomes negligible
relative to the power of Rayleigh scattering light. The objective of this experimental

study is to propose a monitoring scheme based on the Rayleigh Backscattering.

Two monitoring setups are presented. The first is the setup which is described in
the figure 3.15. It permits to measure the reflected power of an injected signal and
the intrinsic Rayleigh Backscattering level. The second setup (figure 3.16) improves
the performance of the first by reducing the power of Rayleigh Backscattering at the
reception thanks to a Polarization Beam Combiner (PBC) and a Faraday Rotator Mirror
(FRM).

Monitoring a CWDM single fiber link is possible thanks to a probe wavelength with
bidirectional CWDM transmission between BBU and RRH (figure 3.15, figure 3.16)

The figure 3.15 describes the method allowing a single fiber monitoring system. The
principle of the system is to introduce a probe signal in the fiber. This probe situated at
Central office (CO) is modulated by a low frequency signal (50 MHz) in order to limit
Brillouin backscattering because about +7 dBm optical power is launched in the fiber in
our experiments. At CO, an optical circulator is used to separate the signal probe which
is injected in the MUX/DeMUX from the reflected signal. The probe signal is reflected
by a mirror situated at Demarcation Point (DP). Whatever the probe optical power
injected in the optical fiber, a Rayleigh Backscattering (RB) light is detected and has a
power level at least 30 dB below the optical power injected in the optical link [98]. When
a fiber cut occurs on the fronthaul link, the power monitor measures essentially the RB

power. In order to understand our monitoring scheme, we give the following example.
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Figure 3.15: Single optical fiber link monitoring based on reflective mirror and an optical
circulator

We assume that the CWDM single fiber whose the attenuation of round trip link is 30dB.
In addition, we assume that the RB power is 30 dB below the injected power of probe.
In other words, 15 dB of optical attenuation are sufficient to have a reflected power equal
to the RB power. in this case, the reflected power measured by the power meter and the
power of RB should be equal. Therefore, it will be difficult to dissociate RB light from
the attenuated probe once reflected. This type of monitoring scheme is thus limited to
approximately a 30 dB round trip optical budget (laser diode emission / power monitor
in the CO). We consider the optical link has a fault when the measured power is equal to
the RB power. A margin of 1 or 2 dB above the RB power can be considered in practice
as threshold of detection. The performance of this monitoring system depends on the gap
between the power of the injected signal probe and the level of RB light. In other word,
more this gap is important, more it is possible to detect some failures on a CWDM single
fiber system whose the optical budget is high. In order to increase this gap, a method
to reduce RB light measured by the power meter is proposed. This method consists to
replace the optical circulator and the mirror by a PBC and a FRM, respectively. The
Figure 3.16 depicts the setup of this method.

This monitoring scheme reduces RB impact by decomposition of its State of
Polarization (SoP). Notice that RB light SoP is the same as the incoming light SoP
[98]. Moreover, the Degree of Polarization (DoP) of Rayleigh backscattered light is equal
to 33 %, and its state of polarization is the same than the incoming signal [98|. Thus only
33% of RB light is polarized and will be treated by the PBC. The FRM is used to reflect

the probe and rotate its SoP by 7/2. This change of polarization permits to maximize
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Figure 3.16: Single optical fiber link monitoring based on FRM and an PBC

the power on the TM port of the PBC and to protect the laser probe of the reflected
signal. Indeed, in the setup shown in Fig. 2.30, solely light in TM mode is measured,
i.e. probe with a rotated state of polarization and TM mode of RB light. When the fiber
cut occurs, only the TM mode of the polarized RB light (33% of the total RB light) is
measured. In this way the measure power at the CO due to the RB light is reduced.
Thereby the reduction of RB effect allows increasing of the round trip optical budget to
detect the fiber faults. Additionally, a polarization scrambler is introduced. It permits a
rapid variation of SoP of the injected signal of probe in the fiber in order to study the

influence of different SoP.

3.4.1.1 Experimental Results

At the following, setup 1 and setup 2 describe respectively the setup depicted by the
figure 3.15 and figure 3.16. The laser diode used for monitoring probes has 10.2 dBm of
output power at a wavelength of 1610 nm. For the two setups, this results in 6.9 dBm of
injected power in the optical fiber, considering insertion losses (optical circulator, PBC,
MUX/DeMUX, polarization scrambler). The insertion losses of the different components
involved in setup 1 and setup 2 are detailed in the table 3.5 and the table 3.6.

Generally, all optical measured powers converge to RB Level when the attenuation
value increases as illustrated by figure 3.17. Indeed, round trip Optical Budget (OB) is
estimated to 21.5 dB (resp. 22.5 dB) with 0 dB of variable attenuation for setup 1 (resp.

setup 2). The estimation of the round trip OB permits to estimate the received power.
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Designation Insertion Loss (dB)
Optical circulator, port 1 — port 2 2.2
Optical circulator, port 2 — port 3 1.7
Optical circulator isolation, port 1 — port 3 56
CWDM MUX/DMUX1 1.1
CWDM MUX/DMUX2 1.5
Optical fiber of 20km 4
Optical attenuator 1.5
Mirror 1.4

Table 3.5: Insertion Losses of components involved in setup 1

Designation Insertion Loss (dB)

PBC, port 1 — port 2 0.6
PBC, port 2 — port 3 1.1
Faraday Mirror Rotator 1.4
CWDM MUX/DMUX1 1.1
CWDM MUX/DMUX2 1.5
Optical fiber of 20km 4
Optical attenuator 1.5

Table 3.6: Insertion Losses of components involved in setup 2
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Figure 3.17: Received Optical Power measurement in function of the optical attenuator
value on 20 km of optical fiber
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We define the round trip OB error (AOB) as the difference between measured power
and estimated received power. For example, AOB is equal to 1.3 dB (resp. 1.6 dB) for 5
dB (resp. 8 dB) of attenuation in setup 1 (resp. setup 2). AOB increases (figure 3.17)
as the value of attenuation rises and the measured power at the power meter becomes to

be constant because RB light comes to be predominant.

In order to study the influence of SoP variation, a polarization scrambler is introduced
in setup 2. The difference between PMax/SoP and PMin/SoP which increases following
attenuation value highlights this influence. PMax/SoP (resp. PMin/SoP) is the measured
power which corresponds to the SoP introducing the maximum (resp. the minimum)
power in the fiber. The difference between PMax/SoP and PMin/SoP is due to the

difference of the injected power of signal.

3.4.2 CWDM single fiber link for fronthaul

A fronthaul single fiber CWDM bidirectional link is achievable thanks to single
fiber Small Form factor Pluggable (SFP) [101] which operates at CWDM wavelengths.
The figure 3.18 shows a CWDM single fiber SFP and the figure 3.19 describes the

experimental setup.

Figure 3.18: CWDM single fiber SFP

These tests are performed on a 20 km optical fiber. Several types of SFP transceivers
are used and modulated by CPRI signal. The first transceiver is Single Wavelength
Single Fiber (SWSF) SFP which uses only one CWDM wavelength for transmission and
reception thanks to a 3 dB optical splitter. An isolator is placed after the laser diode
and a CWDM filter positioned before the photodiode. It operates up to 2.45 Gbit/s at
1531nm and it emits at -7 dBm. Signal reflection impact can be reduced by using Angle
Physical Contact (APC), but it is not practically feasible. This SFP makes an angle of
8° with a fiber to reduce the impact of the reflected signal. If the conventional SMF 28
is considered, this angle of 8° is larger than the critical angle 6. defined by the following

formula:
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Figure 3.19: A complete CWDM single fiber solution for fronthaul

0, = arcsin(w) (3.2)
nCOTe

Where:
® Nqading: Cladding refractive indice
® ... Core refractive indice

This kind of connector is not used in the networks of fiber provider. It has the same
description as simple SWSF SFP in terms of emitted power, data rate and wavelength.
The figure 3.20 shows the schema of APC SWSF.

Then we consider a SWSF Reflection Immune Operation (RIO) SFP, which recognizes

reflected signals in order to cancel electronically the reflection impact [102].
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Figure 3.20: APC SWSF at 1450 nm. (LD: Laser Diode, PD: Photodiode)
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It operates up to 1.22 Gbit/s at 1511 nm and emits at -3 dBm. Figure 3.21 shows the
schema of RIO SFP.

At last, Cooled Single Channel (CSC) SFP divides each 20 nm CWDM channel in
two sub-channels [103]. It can reach 4.9 Gbit/s CPRI data rate. The couple of CSC SFP
operating up to 2.45 Gbit/s emits -1 dBm and has the couple of wavelength at 1547nm
and 1556nm. The power of couple of CSC SFP operating up to 4.9 Gbit/s is 0 dBm and
has 1567 nm and 1576 nm as operating couple of wavelength. The CSC SFP roadmap
indicates that 10 Gbit/s can be reached. The Figure 3.21 gives a descriptive of the CSC
SEP principle.

To build a fronthaul solution, some requirements like Bit Error Rate (BER), must be
considered. Let remember that the CPRI specification fixes the maximum BER at 1072
for all data rates [37]. Figure 3.23 presents measured BER for different SFPs (SWSF,
SWSE APC, RIO and CSC). The Optical Budget (OB) is defined between the Tx and
Rx of the transceivers face to face, and the Rx sensitivity is characterized for a BER

equal to 10712,

According to figure 3.23, the performances at 1.22 Gbit/s (dashed curves) and at 2.45
Gbit/s are approximately the same. Concerning SWSF SFP type, simple SWSF SFP
has poor performances due to the reflected signal. It has -17 dBm of receiver sensitivity
and 10 dB of OB. Using APC allows improving the optical budget by 5 dB at 1.22
Gbit/s and 2.45 Gbit/s. Indeed, the angle at the end of connector reduces reflected
power. In practice, for 1.22 Gbit/s SWSF RIO SFP improves the performance of about
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Figure 3.23: BER on fronthaul CWDM single fiber in function of received power

1.5 dB relative to the receiver sensitivity of simple SWSF SFP. It has 15.5 dB of OB and
-18.5 dBm of receiver sensitivity. For this data rate, CSC SFP is the best transceiver
with 24 dB of OB. At 2.45 Gbit/s CPRI rate, CSC SFP has best performances with
approximately -25 dBm receiver sensitivity and 24 dB of OB. Only CSC SFP can reach
4.9 Gbit/s CPRI rate. It has 17 dB of OB and -17 dBm of receiver sensitivity at this
CPRI rate.

3.4.3 Diagnostic results

Sometime on the optical link, the bends can appear. These bend can strongly
attenuate the signal. For the wavelengths of about 1600 nm and regard the radius of the
curvature, the attenuation can exceed 100dB/m [104]. Therefore, the bends can cause
an important attenuation such that the measured reflected power is equal to the power
of RB. But when the optical budget of the SFP is higher than the half of the round trip
OB which characterizes our monitoring scheme, the communication between the BBU

and the RRH is possible. For better understanding, the following example is given.

Aforesaid, our monitoring system has a round trip optical budget equal to 40.9 dB.
On a fronthaul link, the attenuation between the BBU and the RRH is 8.7dB. Let assume
that this is a bend which introduces an additional attenuation of 14 dB on the optical
link. The total attenuation on the fronthaul link is 22.7 dB. Indeed, this attenuation in

the fronthaul link permits to have a BER of 107!2. However, on the monitoring link, the
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Casel | Case 2 | Case 3 Alarm
v X X flawless link
v v X default link (strong attenuation)
X v X cut link or strong attenuation
v X v minor default link

Table 3.7: Different alarms of the monitoring scheme

total round trip attenuation is 50.5dB. The measured power at the power meter has the
same power level that the Rayleigh Backscattering. Thus, when the power of Rayleigh
Backscattering is measured does not automatically mean that the cut fiber occurs. To

diagnostic the optical fiber failure, three cases are distinguished:

e Case 1: Received power by the SFP is higher than the sensitivity of the SFP.
Received power by the SFP > sensitivity

e The measured power by the power meter equals to Rayleigh Backscattering level.

The measured power by the power meter equals to Rayleigh Backscattering level

e The measured power by the power meter is less than -28.5 dBm which corresponds
to the measured power where le RB comes to be predominant in the optical fiber
link, and higher than RB level. in other terms:

RB level < Measured power by power meter < —28.5dBm.

The table 3.7 gives the alarm for the diagnostic results following the different cases.

3.5 Conclusion

In this Chapter 3 kinds of solution for the implementation of fronthaul are studying.
The first presented solution is the DWDM self-seeded based on a RSOA O band and the
second solution is the WDM single fiber implementing a semi passive monitoring scheme
based on the reduction of RB light.

Concerning the first solution, the fronthaul requirements in terms of BER, jitter,
round trip delay and radio frequency accuracy budget have been evaluated. A fronhaul
link is implemented including the radio signal generation (LTE) and the CPRI module.
The radio performances are measured in terms of EVM. The implemented self-seeded
technology guarantees the respect of the LTE quality signal in terms of EVM (3GPP
indications). In addition, BER of 10-12 is reached with a rate of 1.22 Gbit/s for back to
back and 30 km feeder transmission configuration. Considering the rate of 2.45 Gbit/s,
the BER is not complied with the CPRI specification. Moreover, the jitter specifications
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are not respected for both rates 1.22 Gbit/s and 2.45 Gbit/s. The quantity of RJ
depends on bandwidth. It is proportional with the data rate. The RJ is approximately
multiplied by two (2) when the bitrate is changed from 1.25Gbis/s to 2.45 Gbit/s.
However, even the CPRI specifications in terms of BER and jitter are not respected; the
EVM of LTE signal meets the 3GPP recommendations. The latency of the fronthaul link
allows evaluating an important parameter which is the roundtrip delay. In our study,
the total latency is the addition of cavity latency and the feeder latency. These latencies
correspond to the time of signal propagation in the optical fiber. The round trip delay
can be obtained from the latency measurements. Considering round trip delay we can use
LTE and LTE-A with the self-seeded transmission system until 30km of feeder and with
5 km of cavity length. The radio frequency accuracy budget is generally compliant when
the self-seeded system with short cavity (<10m) is implemented. Some peaks higher than
50ppb are observed when feeder transmission is added. These peaks are generally due to
the combination of jitter and the propagation of longitudinal modes in the transmission
fiber. When long cavity length is introduced, the EVM requirement is not respected. A
loss of signal (LoS) is observed. These results are due to the high quantity of jitter and

the number of longitudinal modes which increases and is not supported by the RRH.

Concerning the second solution, several transceivers such SWSF SFP, SWSF RIO SFP,
SWSF APC SFP and CSC SFP are studied to achieve bidirectional WDM single fiber
system in the fronthaul link. The best transceiver which provides approximately the same
performance that a dual fiber SFP is the CSC SFP but all of them meet the CPRI BER
and jitter requirements. The monitoring scheme is possible thanks to the association of
PBC and FRM. This association allows monitoring a single optical fiber with roundtrip

optical budget up to 40 dB by reduction of RB influence.
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1. Summary

This thesis is generally focused on the new architecture C-RAN and specifically on
the fronthaul segment appeared in the novel architecture concept. The objective of these
studies is to provide the operator ORANGE a first approach on the issue of the fronthaul
for the possible deployment of C-RAN.

The state of the art presented in the chapter 1 described the evolution of mobile
networks. Indeed, this description presents the traditional architecture of 2G, 3G, and
4G. Concerning the 4G, some requirements of LTE as EVM or HARQ) time are highlighted.
The EVM of the signal allows an assessment of the quality of radio signal and the HARQ
time is involved in the calculation of maximum length of optical fiber on a fronthaul
link. In addition, to understand the context and the challenges of C-RAN, the wired
technologies used in backhaul network are presented. After this brief description of
traditional RAN and technologies of backhaul, the C-RAN and the fronthaul segment
are introduced. The third step consists to move the BBU from antenna site to the CO
where the BBU are stacked. The following step consists to pool the resources of several
BBUs so one BBU could manage several antenna sites. Up to now, no prototype is
presented concerning the fourth step of C-RAN but the works are ongoing through the
virtualization of BBUs. The fronthaul appears when the BBU is moved towards the CO.
The fronthaul uses the D-RoF technology to transport the data on optical fiber. Some
specifications such as OBSAI, CPRI or ORI define the fronthaul interface. In our work,
we focus only on the CPRI specifications because it is more used than the others. From
where, the constraints and the requirements are defined for the fronthaul interface. These

latter are:

e The data rate
e The latency and timing parameters
e The jitter

e - The synchronization parameter.

The jitter, the latency and the EVM constitute the main measurements in this thesis.
The different operation principles of different evaluated solutions are presented in the

chapter 1 and have been divided into three parts which are:
e The passive solution

e The passive solution
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e The semi active solution
e The active solution

Since the regulation aspects have to be considered, only the semi active and the active

solution could be deployed in the operator network.

Among the different requirements defined by the CPRI specification, we pay attention
to the jitter parameters. Omne the important challenge on fronthaul link is to know
the impact of the jitter. Indeed, the issue of jitter is addressed in the chapter 2.
The different components of jitter are presented. During this study, different setups
are proposed and evaluated in order to introduce or measure the jitter impacts on
a fronthaul link and on the radio frequency of the RRH. The first proposed setup
permits to introduce jitter on the fronthaul link. This dispositive has permitted to
test the jitter tolerance of different devices under test. In addition, another dispositive
to measure the contribution of jitter on stable frequency has been implemented. The
study of the influence of SJ on the fronthaul link shows that the effect of jitter does
not depend on frequency of SJ but on the intensity of the jitter. A theoretical study is
done on the effects of jitter on the radio frequency deviation of the RRH. During this
investigation, basic electronics circuits (PLL) is considered. The results show that the
PLL circuit behaves as a filter relative to the jitter and explain the low effect of high
jitter frequency on the frequency deviation of RRH observed during the test. Finally, the
impact of jitter on the radio frequency is tested on a commercial enode B. The result of
this test confirms that the frequency of SJ has few influence on the radio frequency of
the RRH. This is due to the behavior of the PLL and the cleaner jitter present in the RRH.

The chapter 3 highlights two low cost solutions for the implementation of fronthaul
segment. The DWDM self-seeded based on a RSAO is assessed. The advantage is its
colorless property. As the previous tested systems, the EVM of radio signal, BER, jitter
parameter, latency and radio frequency deviation are measured. Two data rates are
evaluated. The 1.22 Gbit/s is the first tested data rate. The CPRI BER requirement is
met and the link is not affected by the chromatic dispersion. The jitter requirement is not
respected but the end to end transmission is ensured because a low EVM is measured.
At 2.45Gbit /s, no requirement in terms of jitter and BER are met by this system a low
quantity of chromatic dispersion affects the optical link. However, like the transmission
at 1.22 Gbit/s the transmission end to end is guaranteed on our platform. Concerning
the latency, it corresponds to the time propagation of the signal in the cavity and the
fiber transmission. The LTE-A and LTE are supported in terms of latency by the system

implementing up to 5 km of cavity and 30 km of fiber transmission. This system has
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been tested on a commercial eNode B. Only the back to back configuration with a short
cavity has permitted the implementation of fronthaul and the communication between
the RRH and the BBU. The result of this test shows that the fonthaul link is sensible to
the longitudinal modes which appear in the laser cavity and which affect the performance
of fronthaul link.

The second evaluated setup allows the realization of a complete solution of CWDM
single fiber for fronthaul links. This complete solution consists of a data transmission part
and a monitoring system. Regarding the CPRI signal transmission, several transceivers
have been evaluated and the best of them which has performances approaching that of the
dual fiber transceivers is the CSC SFP. Concerning to the monitoring scheme, it is based
on the reduction of RB light thanks to a PBC and a FRM. The implementation of the
proposed solution is possible in the realistic network scenarios. Indeed, all used elements
to achieve this solution exist at lower cost in the commercial version. The fronthaul link
is dimensioning to operate with the SFPs and the proposed monitoring scheme can easily

be realized with the commercial CWDM systems.

2. Perspectives

One of major challenges of C-RAN is to rethink fronthaul through function split
equipment of RAN. But at first, the CPRI over Ethernet constitutes a preliminary step
towards the redefinition of fronthaul. Indeed, the realization of CPRI/ORI over Ethernet
should permit the study of packetized fronthaul frames. It also should allow the dynamic
allocation of resources and the use of the existing backhaul network. Also, once the
CPRI/ORI over Ethernet should be realized, the jitter issue will be addressed. Indeed,
in this case, the jitter is defined as the fluctuation of the time taken by data frames to
be transmitted from RRH to BBU. Indeed, when different packets take different paths
in the Ethernet network to reach their destination, the transmission time of the packet
could vary causing the jitter apparition. The impact of this jitter on synchronization

parameters or on the performance radio signal could be studied in the future.
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The backhaul et fronthaul Network
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Figure: Backhaul and Fronthaul architecture
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Appendix 2

Time parameter calculation
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Figure: Time parameters that should be considered in the calculation of around trip

delay on fronthaul link

UERX-TX (UE: User Equipment) :time difference which is defned as the difference
of the UE received timing of downlink radio frame #i , defined by thefirst detected path
in time and the UE transmit timeof uplink radio frame #i. The reference point for the

UERx-Tx time difference measurement shall be the UE antenna connector.

eNBRX-TX : time difference which is defined as thedifference of the eNB received
timing of uplink radio frame #i, defined by the first detected path in time and the eNB
transmit time of downlink radio frame #i. The reference points for the eNBRx-Tx time

difference measurement shall be the Rx and Tx antenna connector.

RTTfronthaul: Round Trip Time which has the reference point the layer 2 of BBU
The timing Advance (TADV) should be defined as the time difference based on the sum
eNBRx-Tx, UERx-Tx, and DownLink (DL) and UpLink (UL) propagation delay.

DIALLO Thierno Abdourahmane| Thése de doctorat en Electronique des Hautes 146
Fréquences| Photonique et Systémes|Université de Limoges| 2016



Appendix

Appendix 3

CPRI Basic Frame
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Figure: CPRI basic frame structure for 2.457 Gbit/s
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EVM
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Figure: EVM

The error vector magnitude or EVM is a measure used to quantify the performance of a
digital radio transmitter or receiver. A signal sent by an ideal transmitter or received by a
receiver would have all constellation points precisely at the ideal locations, however various
imperfections in the implementation cause the actual constellation points to deviate from
the ideal locations. Informally, EVM is a measure of how far the points are from the ideal

locations [105]. EVM can be described in dB or % as shown by the following equations.

Perror
EVM(dB) = 10log,(—r )
reference
Perror
EVM(%) = || =" % 100%
Preference
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EVM measurements with self-seeded laser based on RSOA at 30
km and with 2 km of cavity length
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Figure: EVM measurements with self-seeded laser based on RSOA at 30 km and with 2
km of cavity length

This figure shows that the performances of different tested constellations are similar.
This result is valid for any tested cavity length and any fronthaul link length tested during

our experimental study.
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Appendix 6

X-Haul

The X-Haul term describes the capacity of the network to be transparent to the
different used specifications on fronthaul interface (CPRI, OBSAI, ORI). These different

specification will be encapsulated in Ethernet.
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Figure: Ethernet based network including back- and front-haul [59]
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La Fibre en support du Mobile Cloud

Résumé : résumé francais.

Abstract

De nos jours, la montée en débit observée dans les réseaux mobiles est une
problématique. A long terme, la densification des réseaux radios mobiles s’avérera
inefficace. En plus de cela cette densification entrainera une baisse de rentabilité
des réseaux d’acceés mobiles et augmentera la complexité au niveau de la gestion des
fréquences mobile qui accroitra inéluctablement le risque de la présence des interférences.
Pour pallier ce manque de rentabilité et pour faciliter le déploiement de certaines
techniques d’optimisation et d’amélioration de l'interface air comme le « Coordinated
MultiPoint (CoMP) », les acteurs des télécommunications proposent une nouvelle
architecture innovante désignée par les termes « Mobile Cloud » ou « Centralized or
Cloud Radio Access Network (C-RAN) » Le C-RAN consiste & déporter lentité de
traitement des données numérisées appelée « Base Band Unit (BBU) » du site d’antenne
vers un local plus sécurisé nommé « Central Office (CO) ». L’entité de traitement radio
dénommeée « Remote Radio Head (RRH)» est toujours localisée sur le site d’antenne.
Cette délocalisation crée un nouveau segment réseau appelé « fronthaul ». Le fronthaul
est un segment réseau trés gourmand en bande passante par conséquent la fibre est
désignée comme le support idéal pour assurer la communication bidirectionnelle entre
la RRH et la BBU. Dans notre thése, nous avons étudié les solutions de déploiement
du fronthaul. Etant donné que linterface fronthaul utilise de grands débits pour la
transmission de données numérisées, elle est soumise & un phénomeéne physique nommé
gigue qui a tendance a dégrader les performances de transmission. Les effets et I'impact
de la gigue sur I'interface fronthaul et sur I'interface air ont été aussi étudiés.

Mots clés : C-RAN, Fronthaul, CPRI, WDM, Gigue.



Mobile Cloud supported by the optical fiber

Abstract: résumé anglais.

Abstract

In Europe, the competition between the mobile operators is so strong that the
profitability of the mobile network has decreased. The cost to implement, to operate and
to upgrade the mobile network is increasing while the revenues generated by the latter
are not sufficient. Therefore, the operators should find the way to reduce the CAPEX
and the OPEX. To keep competitive, the operators have begun to think about a novel
RAN architecture. This new architecture is called Centralized or Cloud Radio Access
Network. The traditional antenna site consists of the Radio Remote Head (RRH) which
performs the radio processing, and the Base Band Unit (BBU) which carries out the
digital processing. The principle of C-RAN consists to move the BBU from antenna site
towards the local secured belonging to an operator called Central Office (CO). The move
of BBU from antenna site to CO leads to the appearance of a new network segment called
fronthaul. During this thesis, the different solutions to the deployment of fronthaul are
studied. Since the fronthaul is a digitized interface with great data rate, it is affected by
a physical phenomenon called jitter. The jitter affects the performance of the system and
can lead the break of the communication between the RRH and the BBU.Therefore, the
effects and the impacts of jitter on the fronthaul interface are addressed in this thesis.

Keywords: C-RAN, Fronthaul, CPRI, WDM, lJitter.
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