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Introduction 

The development of novel drugs is not only a matter of the best therapeutic activity (i.e., 
pharmacodynamics, PD), but also a matter of how drugs reach its biological target. This 
mainly concerns drug membrane crossing, i.e., influx. The vast majority of drugs has to cross 
at least one cellular membrane barrier passively or transporter-mediated. The research on 
passive transport is particularly strong, as this process can support active (protein-mediated) 
transport. Also drug toxicity has often been related to drug efflux, in this case mainly 
membrane transporters are involved. 

Nowadays, to correctly tackle this issue, a thorough understanding is required with an atomic 
resolution. Passive permeation can be decomposed into four successive steps: 1) 
partitioning into the hydrophobic core of the membrane or binding to the polar head groups; 
2) diffusion through each lipid bilayer leaflet; 3) transfer from one to the other leaflet; and 4) 
partitioning back to the aqueous (inner) compartment. These processes are driven by drug-
membrane interactions. The complete physical-chemical understanding of these interactions 
allows establishment of structure-permeation relationship (SPR). Several experimental 
techniques have been developed to study these interactions and predict permeability 
coefficients [1]. There are pros and cons to these experimental techniques, which do not 
allow a complete understanding at an atomic level.  

With the increase of computing power, and the development of force field parameterization, 
molecular dynamics (MD) has become an alternative and efficient tool to study drug-
membrane interactions. MD simulations allow providing accurate atomic-scale interpretations 
with a femtosecond resolution. In the present work, we have investigated interactions of 
various drugs with membranes, as well as their positioning, orientation, and passive 
permeation. 

The manuscript is organized as follows: chapter I proposes a brief overview of the different 
membrane ingredients (section I.2); organization in biological membranes (section I.3); 
variability in composition according to cell types (section I.4); and the different mechanisms 
by which drugs can cross membranes (section I.5).  

Chapter II introduces the computational methods. The underlying theory and the 
methodological details are presented in section II.1and II.2. Another advantage of MD 
simulations is their capacity to evaluate the Gibbs energy profiles also denoted as potentials 
of the mean force (PMF). The calculation of Gibbs energy profiles is important to evaluate 
partition and permeability coefficients; the related methodologies are reported in section II.3. 
Section II.4 reports the methodology to calculate the local diffusion coefficient. The last 
section (section II.5) of this chapter refers to the analysis of MD simulations from the 
resulting coordinate trajectories. 

Chapter III is a review on the interactions of several classes of drugs with lipid bilayers and 
with membrane proteins. The pathway of drug cellular uptake is discussed in details from a 
theoretical point of view. 

The subject of Chapter IV is to establish the relationship between drug chemical structure 
and interaction/insertion with/in membranes. In section IV.1, we have focused on drugs (e.g., 
antiviral and immunosuppressant) widely used in renal transplantation and for which 
interaction with membrane is an essential pharmacological step to rationalize their action and 
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elimination. To evaluate drug insertion, typical 1 µs MD simulations were performed. The 
capacity to insert into lipid bilayers, the stable location and the preferred orientation were 
systematically evaluated. Among the studied compounds, ganciclovir (GCV) has been shown 
prone to intracellular accumulation, leading to several adverse hematological effects. To
rationalize this issue, the contribution of Multidrug Resistance-Associated Protein 4 (MRP4) 
in GCV toxicity on neutrophils in renal transplantation was studied by other researchers from 
our Inserm Unit and published together with the theoretical data on GCV membrane insertion 
(section IV.2). In this work, MD simulations have supported a better understanding of the 
mechanism of GCV penetration/crossing in/through lipid membranes. 

In the context of xenobiotic-membrane interactions, we also studied the capacity of various 
anthocyanin derivatives to insert lipid bilayer membranes (section IV.3). Anthocyanins exhibit 
numerous biological activities (e.g., inhibition of lipid peroxidation in biological membranes), 
for which their position in bilayer membrane is of particular importance. Based on MD 
simulations and COSMOmic calculations, position, orientation and Gibbs energy profile 
through membrane were evaluated.  

The last chapter (Chapter V) goes further in the description of drug-membrane interactions 
by attempting to i) calculate drug permeability of several compounds (including drugs used in 
transplantation), and ii) provide an overview of drug passive permeation through membrane 
at the nanoscale resolution. Such evaluation has required calculation of dynamical aspects 
(i.e., diffusion) of the permeation process. Biased MD (z-constrained) simulations were 
performed to calculate both ∆G and diffusion profiles. We have studied permeation of several 
classes of compounds (antivirals, immunosuppressants, antioxidants…); pH effect and 
influence of substituents have been rationalized based on these compounds at an atomic 
resolution. 
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Chapter I. Cell membrane 

I.1. Introduction 

Biological membranes are vital structural components of living cells. They play a determinant 
role in cell protection and they control the transport of xenobiotics, including drugs. They 
include plasma membranes but also various membranes of cell organelles, e.g., 
mitochondrial and nucleus membranes. Their composition highly depends on one to another 
cell type, as well as on cell life cycle. The constitutive amphiphilic lipids are the essential 
compounds, providing membrane their bilayer structure of 6-10 nm thick, with two 
asymmetrical outer and inner leaflets (Figure 1). However, membranes are constituted of 
many other ingredients; indeed, cell function depends on a large number of other 
compounds, e.g., proteins, sterols and glycolipids that are embedded in the lipid bilayer. 
Biological membranes are described as a mosaic of all these components (fluid mosaic 
model). Although it was previously described as homogeneous, several studies have 
suggested that lipid bilayer is highly heterogeneous, and maybe arranged in lateral nano- to 
micro-domains, which differ in their lipid composition and their behavior. Biological 
membranes are also highly dynamic and complex systems, which are currently still under 
careful scrutiny by experimental and computational methods. Lipids and proteins are packed 
together mainly by noncovalent interactions, namely hydrophobic effects, electrostatic 
interactions, hydrogen bonding and dispersive interactions (van der Waals forces).  

 

 

Figure 1: Schematic representation of a lipid bilayer cell membrane and its constituents. Adapted from 
[2]. 

I.2. Biological membrane composition 

With about 50% of the mass of a biological membrane, lipids constitute the largest part. They 
exist as different chemical structures and sizes. Membrane lipids are amphiphilic and they 
can be classified according to their (hydrophobic) fatty acid tails and their polar groups. A 
large variety of membrane lipids have been identified so far. For instance, some lipids are 
found exclusively in bacteria (e.g., lipid A [3]), others are almost exclusively found in 
mitochondrial membranes (e.g., cardiolipin [4,5]). Phospholipids are the most abundant lipids 
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in living cell membranes, as in mammalian and bacterial cells. Sphingolipids, sterols and 
glycolipids are also major constituents of biological membranes.  

I.2.1. Phospholipids 

The main class of phospholipids is glycerophospholipids (40-60% of the total lipid fraction). 
Glycerophospholipids are constituted of a glycerol backbone attached to two fatty acids and 
one phosphate group. The fatty acids are linked to the first and second oxygen of glycerol via 
ester linkage, at positions C1 (sn1) and C2 (sn2), respectively. The third hydroxyl group, at 
position C3 (sn3), reacts with phosphoric acid and form phosphatidate (Figure 2). 

 

      

 

Figure 2: Chemical structures of four representative classes of lipids. 

Due to their acidic nature, the phosphatidate can link to an alcohol molecule including 
choline, ethanolamine, serine, glycerol or inositol (Figure 3). These chemical arrangements 
make zwitterionic lipids (phosphatidyl-choline - PC and phosphatidyl ethanolamine - PE) or 
negatively charged lipids (phosphatidyl serine - PS, phosphatidyl glycerol – PG, phosphatidyl 
inositol - PI, and cardiolipin – CL; a dimer of PG). The ratio of charged lipids and their 
distribution between the two leaflets of a given lipid bilayer control the net charges of 
membrane. This can induce a surface potential that may dramatically affect biological 
processes [6–8]. 

glycerophospholipids          sphingomyelin                            ceramide                      cerebroside 
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 Figure 3:  Structure of alcohol molecules found in membrane lipid. OH groups that bond phosphates 
are highlighted. 

The fatty acid moieties vary from their chain length (number of carbon atoms, quoted C in 
Table 1), as well as the number and position of double bonds (unsaturation), quoted D. The 
majority of phospholipids have fatty acids chains typically made of 12 to 20 carbons, 
saturated at the sn1 position (e.g., palmitic or stearic acid), and mono- or poly-unsaturated at 
the sn2 position (e.g., oleic or arachodonic fatty acid chains). The double bond is often in 
conformer cis in bilayers, but trans forms can also be synthetized by dehydrogenation. Table 
1 reports on the most common fatty acids found in biological membranes.  

The fatty acid characteristics strongly affect lipid bilayer physical properties. The membrane 
thickness is directly correlated to chain length. Furthermore, the number of cis-unsaturations 
influences chain packing, and thus melting temperature Tm (i.e., transition temperature 
between gel and fluid phase, section I.3.2). For example, at similar temperature, oleate 
chains having one cis double bond (18:1) exhibit larger lateral more disorganized space than 
stearate saturated chains (18:0). Therefore, Tm is lower in case of phospholipids containing 
oleate than stearate chains. Table 2 quotes the nomenclature of the common phospholipids; 
the first two letters refer to the fatty acids, whereas the other two refer to the head groups. 

 

C:D Common name Structure Melting point (˚C) 

10:0 Capric acid CH3(CH2)8COOH 31.6 

12:0 Lauric acid CH3(CH2)10COOH 44 

14:0 Myristic acid CH3(CH2)12COOH 54 

16:0 Palmitic acid CH3(CH2)14COOH 63 

18:0 Stearic acid CH3(CH2)16COOH 70 

20:0 Arachidic acid CH3(CH2)18COOH 77 

16:1 Palmitoleic acid CH3(CH2)5CH=CH(CH2)7COOH -0.5 

18:1 Oleic acid CH3(CH2)7CH=CH(CH2)7COOH 13.4 

18:2 Linoleic acid CH3(CH2)4CH=CHCH2CH=CH(CH2)7COOH -5.0 

20:4 Arachidonic acid CH3(CH2)4(CH=CHCH2)4(CH2)2COOH -49.5 

Table 1: Most common fatty acids found in membranes. 
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Abbreviation Chemical name 

DMPC 1,2-dimyristoyl-sn-glycero-3-phosphocholine 

DPPC 1,2-dipalmitoyl-sn-glycero-3-phosphocholine 

DSPC 1,2-distearoyl-sn-glycero-3-phosphocholine 

POPC 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 

DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine 

DLPC 1,2-dilinoleoyl-sn-glycero-3-phosphocholine 

DOPE 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine 

POPS 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-L-serine 

DPPG 1,2-dipalmitoyl-sn-glycero-3-phospho-(1'-rac-glycerol) 

18:0 SM N-stearoyl-D-erythro-sphingosylphosphorylcholine 

Table 2: Abbreviations of the common phospholipids. 

I.2.2. Sphingolipids 

Another important class of membrane lipids is the sphingolipids. As phospholipids, 
sphingolipid molecules bear one polar head group and two lipid tails. Sphingolipids differ 
from phospholipids by the presence of one sphingosine tail, an unsaturated long-chain amino 
alcohol linked to a saturated and long (up to 24 carbon atoms) fatty acid chain (see Figure 2). 
A phosphorylated alcohol or a carbohydrate can attach to the terminus hydroxyl group of the 
sphingosine backbone to form sphingomyelin (SM) lipids and glycosphingolipids, 
respectively. SM is the only example of sphingolipids that can also be classified as a 
phospholipid, as they contain a phosphate group (Figure 2). The predominant fatty acid tails 
in SM are palmitic acid and oleic acid. Ceramide is a simple form of sphingolipids, composed 
of a sphingosine core linked to fatty acids via an amide bond (Figure 2). Sphingolipids are 
present in all membranes but they are abundant mainly in myelin and nervous tissue; SMs 
are important structural ingredients of nerve cell membranes. They are thought to participate 
in the formation of lipid domains, aggregating in cholesterol-enriched domains, with a 
potentially important role in membrane protein functions. 
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I.2.3. Sterols 

            

Figure 4: Chemical structures of sterols. 

Sterols are a special class of lipids. They exhibit a polycyclic structure. Cholesterol, the major 
member of this class of compounds, is a constituent of membranes in mammalian cells (30-
50 mol % of the total lipid fraction) but it is absent from most of prokaryotic cells [9].  The 
chemical structure of cholesterol differs from phospholipids and glycolipids. It consists of a 
fused cyclic four-ring structure containing a single polar hydroxyl group at position 3 and a 
short hydrocarbon side chain, the cyclic ring system being essentially rigid (Figure 4). The 
hydroxyl group provides cholesterol some amphiphilic character, which drives its orientation 
in membranes. Cholesterol strongly influences mechanical and structural properties of 
biological membranes [10] (for more details, the reader can refer  to section III.7). Moreover, 
it serves as a signaling compound in cellular communication. Other sterols are also present 
in biological membranes; including ergosterol (Figure 4), which predominates in yeast and 
sitosterol in plants [11]. 

I.2.4. Carbohydrates 

Carbohydrates are found in several biological membranes, as attached to lipids or to 
proteins, forming glycolipids and glycoproteins, respectively. Glycolipids are present in 
membranes in lower concentration than phospholipids and cholesterol. Carbohydrates, as 
glucose or galactose, are constituents of glycolipids, replacing the phosphate-containing 
head groups in phospholipids. Cerebrosides bear one sugar group (mostly galactose) 
attached to the terminus hydroxyl group of ceramides (Figure 2). They are mainly found in 
neuronal cell membranes. Gangliosides are more complex example of glycolipids, which are 
composed of additional carbohydrates in addition to sialic acid (N-acetylneuraminic acid, 
NANA) molecule in varying amounts. In animal cell membranes, most of glycolipids bear a 
sphingosine backbone, whereas in plant and bacterial cell membranes, glycolipids with a 
glycerol backbone are dominant. Lipopolysaccharides are major examples of glycolipids 
constituent of the outer membrane of Gram-negative bacteria. They consist of a complex 
lipid part (lipid A) and a long polysaccharide chain. Glycolipids contribute to membrane 
asymmetry, as they are present only in the outer layer of plasma membranes, their sugar 
moieties being oriented towards cell surface. Sphingolipids and glycolipids are involved in 
different recognition functions at the surface of cells. In human cells, glycolipids contribute to 
cell communication, which often results from interactions between glycolipids or 
glycoproteins at the surface of cells, with specific receptors, e.g., lecitins. 
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I.2.5. Proteins 

Although the lipid bilayer provides the core structure of biological membranes, membrane 
proteins (at the surface, anchored or transmembrane) control many specific biological 
functions of membranes [12]. They play important roles in: drug transport; transmission of 
signals from the outer compartment to the intracellular targets; enzymatic transformation; cell 
adhesion; or cell recognition by surface markers. The amounts and types of proteins highly 
depend on cell types. For instance, proteins represent approximately 50% of the plasma 
membrane weight and less than 25% of the myelin membrane weight. Specialized organelles 
such as internal membranes of mitochondria or chloroplasts contain the highest amount of 
proteins (up to 75%). Membrane proteins associate with the lipid bilayer in various ways. 
Either simply anchored or being fully transmembrane, they are attached to the lipid bilayer by 
hydrophobic regions that are embedded in the bilayer. Their hydrophilic regions are exposed 
to the interface or to bulk water. Other proteins lie on the bilayer surface by noncovalent 
interactions with the polar head group region and with other membrane proteins;  these 
proteins are called peripheral membrane proteins [12]. 

I.3. Molecular shape and lipid phases 

I.3.1. Lipid polymorphism 

Due to their strong non-polar character, lipids dissolve readily in organic solvents (e.g., 
acetone, benzene) whereas their solubility is limited in water, in which they aggregate by 
hydrophobic effects. Lipid solubility is a key parameter to rationalize membrane properties, 
as xenobiotic permeation. The amphiphilic character obviously rationalizes self-association 
into bilayers in cellular (mainly aqueous) environments. The three common phases obtained 
by aggregation of these amphiphilic lipids are micelles, lamellar layers (bilayers mainly in 
biological systems) or hexagonal packing. 

The packing parameter   is particularly useful to characterize intrinsic properties of a 
membrane lipid in terms of its capacity to associate into a specific arrangement:         
where   is the molecular volume;   the head group cross section area; and   the lipid length.  

When    , a conical lipid shape exists (e.g.,lyso-PC). The latter is more likely found in 
micellar or normal hexagonal phases. This is due to the area in the lipid head group region, 
which becomes higher than that of the lipid tail region, thus inducing positive curvature. 
When    , a cylindrical-shaped lipid exists (e.g., PC, PS). These are optimal conditions to 
form a lipid bilayer structure. When    , the lipids are in inverted cone shape, which 
induces curved structure, as in the inverse hexagonal phase (e.g., PE). This is due to the 
area in the lipid tail region, which becomes higher than that of lipid head group region, thus 
inducing negative curvature (Figure 5). 

Phospholipids and glycolipids have a packing parameter close to unity, and thus they tend to 
form flat bilayers in aqueous solutions. Cholesterol adopts conical shape that favors micelles. 
Membrane curvature reduces or favors lipid head group packing, thus facilitating or hindering 
drug penetration, respectively. It was shown that addition of free fatty acids (e.g., capric acid, 
palmitic acid, oleic acid and lysolipids) that adopt micellar or hexagonal structures, induce 
membrane curvature in the bilayer and lowers permeability barriers [13]. 
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Figure 5: Lipid shapes and their influence on membrane structure. 

I.3.2. Membrane fluidity and phase transitions 

The supramolecular organization of lipid bilayers is a complex result of the high diversity in 
their composition (e.g., lipid types, amount of cholesterol, asymmetry) and the external 
physical conditions. Within an external aqueous environment, lipid bilayers can adopt 
different physical states or phases: 1) gel phase, which also refers to as solid crystalline 
phase, So or Lβ, in which lipid tails are tightly packed and organized; 2) liquid disordered 
phase (Ld or Lα), also called fluid phase, and 3) liquid ordered phase (Lo) (Figure 6). The 
different phases are characterized by the spatial arrangements and thus the degrees of 
freedom of one lipid with respect to its neighboring lipids.  

In general, biological membranes are highly dynamic. In Ld phase, lipids highly diffuse 
laterally within one leaflet of lipid bilayers, whereas this mobility is impeded in So phase. In 
plasma membrane, the lateral diffusion coefficient of lipids    is ranging from 10-7

 to 10-8 
cm2.s-1 for fluid phase membranes and from 10-8

 to 10-9 cm2.s-1 for more ordered membranes 
(Lo) [14]. Moreover, lipids can diffuse transversally from one to another leaflet, so-called ―flip-
flop‖ processes. Due to the high energy barrier for polar head groups to cross the 
hydrophobic core of the bilayer, and the increasing of lateral tension followed by the addition 
of lipids in the ―receiving‖ leaflet, this process is extremely slow 10-15 s-1 [15]. However it can 
be accelerated in the presence of membrane proteins [16]. Conversely, for cholesterol, the 
flip-flop process is fast (1 s-1) [17]. As a comparison, proteins lateral diffusion is hundred 
times slower than lipids and no flip-flop is possible. Numerous studies on living cell 
membranes have shown that most of lipid bilayers adopt the Ld phase under physiologically 
conditions, which seems to be essential for normal cell growth and membrane function.    
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Figure 6: Scheme illustrating the different phases adopted by lipid bilayers in aqueous medium. 

Lipid phase transitions induce strong changes in entropy of the system through 
reorganization of all components of the bilayers. Thus, the structure of lipid bilayers is 
dramatically affected by temperature. Below the transition temperature Tm (melting 
temperature), lipid bilayers adopt the So phase. Above Tm, lipid bilayers are in Ld phase. In 
other words, fluidity is increased vs. temperature. In some lipid mixtures, especially ternary 
mixtures containing cholesterol, the intermediate Lo phase can exist, at least in domains. 
Indeed depending on temperature but also lipid composition, different phases can coexist to 
form laterally segregated domains. Several intrinsic factors may affect membrane fluidity 
including chain length, unsaturation, sterols, and membrane protein concentration. 

I.3.2.1 Chain length 

In general, membrane fluidization temperature or Tm increases with the increase of fatty acid 
chain length. Longer fatty acid chains allow stronger van der Waals interactions in both the 
same and opposite monolayer, than the shorter chains. This favors packing, so in favor of gel 
phase formation. Therefore, the larger the carbon atom number, the higher the Tm. Hence, 
domains containing lipids with longer chains are stable at higher temperatures. 

I.3.2.2 Unsaturation 

The presence of cis-double bonds in lipid chains induces kinks which reduce van der Waals 
interactions between lipid chains. This decreases Tm, thus favoring the formation of the Ld 
phase at lower temperatures (Table 1). Furthermore, Tm is sensitive to the positioning of 
double bonds in the fatty acid chain. Lipids having a double bond close to the middle of the 
fatty acid chain exhibits a lower Tm compared to lipid having a double bond closer to the edge 
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of the chain. Indeed, in the former structure, kinks are located in the center of the leaflet, thus 
induce greater structural modifications. Moreover, as the fatty acid chains of unsaturated 
lipids are more folded and distant from each other, the corresponding bilayers are thinner 
than bilayers made of saturated lipids. In biological membranes, glycerophospholipids 
display mostly unsaturated lipid chains in position sn-2 and then, they adopt fluid phase. 
Conversely, sphingolipids have long saturated chains, adopting gel phase; they are fluidized 
by sterols. 

I.3.2.3 Sterols

Sterols (e.g., cholesterol) exhibit particular effects on modulation of bilayer fluidity. In the 
absence of cholesterol, lipid bilayers can exist only in Ld or So phases, whereas in the 
presence of cholesterol, Lo is also likely to be formed. When incorporated in S0 phase, 
cholesterol reduces the well-ordered packing of lipids thus increasing membrane fluidity. 
Conversely, accumulation of cholesterol in Ld phase causes tighter packing with trans chain 
conformation of the lipid tails, thus reducing membrane permeability. The Lo phase is an 
intermediate between S0 and Ld phases, with less lateral packing as in the former, however 
keeping relatively high rate of lateral diffusion. Coexistence of two phases within the 
membrane containing cholesterol has been observed. For more details see section III.7.  

I.3.2.4 Supramolecular domains 

Over the last 30 years, there have been growing evidences that plasma membrane is not 
uniform; instead membrane domains can be formed. These domains appear to be enriched 
in cholesterol and the sphingolipids (sphingomyelin and glycolipids). These clusters of 
sphingolipids and cholesterol are thought to form rafts, which bear somewhat Lo phase 
characteristic, surrounded by and coexisting with Ld phase. Rafts are thought to be highly 
dynamical, moving laterally within the plasma membrane with possible association to 
membrane proteins [17–19]. Even though the existence of such domains is still under 
debate, they could be involved in important cell processes such as endocytosis, signaling, 
protein organization, and lipid regulation [20–22]. Moreover, membrane proteins have also 
been observed to cluster through extracellular ligand binding sites or interaction between 
cells (cell-cell adhesion), which may drive phase separation [23].  

I.4. Membrane composition of eukaryotic and prokaryotic cells 

Biological cells consist of a cytoplasm, which is surrounded by the plasma membrane. There 
exist two major types of cells, namely i) eukaryotic cells, which are constituted of organelles 
and a nucleus (i.e., animal cells); and ii) prokaryotic cells, which consist of a single cell 
without internal organelles (e.g., bacteria). The review of van Meer et al. reports on 
synthesis, transport and distribution of lipids in eukaryotic mammalian cells and yeast [24]. 
Cell lipid composition shows great diversity among species but also within a same specie 
among cell types. For instance, in eukaryotic cells, plasma or intracellular membranes 
significantly differ in lipid composition (Figure 7).  

The composition differs mainly from the types of constitutive lipids (e.g., phospholipids, 
sphingolipids, cholesterol, cardiolipin). Eukaryotic membranes are enriched in zwitterionic 
neutral lipids (e.g., PC, SM, and PE) and cholesterol. In contrast, prokaryotic cells are much 
more negatively charged; they are enriched in anionic lipids (e.g., PG, PS and CL). 
Cholesterol is absent in most of prokaryotic cells.  
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Figure 7: Phospholipid distribution in the different membranes in mammals. The cholesterol/ 
phospholipid ratio is also mentioned. 

http://employees.csbsju.edu/hjakubowski/classes/ch331/lipidstruct/PLCompositionCellOrganelles.jpg. 

Moreover, lipids distribute asymmetrically between the two leaflets of eukaryotic and 
prokaryotic cells. For example, in human erythrocyte plasma membranes, PC and SM are 
more abundant in the outer leaflet whereas PE and PS are more concentrated on the inner 
leaflet. PI, a minor anionic lipid is also present in the inner leaflet (Figure 8) [25]. Due to its 
fast flip-flop capacity, cholesterol distributes equally in both leaflets and it preferentially 
interacts with sphingolipids.  

 

Figure 8:  Plasma membrane of eukaryotic cells. The graph shows the distribution of phospholipids 
between the two leaflets of the human erythrocyte membrane. Adapted from [25]. 

The difference in composition and distribution of lipids between the two leaflets of both 
eukaryotic and prokaryotic cells contributes to the transmembrane potential, i.e., difference in 
charge distribution between both sides of membranes. The difference in potential between 
the extra and the intra-compartments is range from -90 to -110 mV and from -130 to 150 mV 
for mammals and bacterial cells, respectively [26]. The asymmetric distribution of neutral and 
charged lipids also induces membrane curvature. It also regulates several biological 
processes such as blood coagulation and vesicle fusion [25].  

My next two sub-sections aim at better exemplifying the diversity of membrane lipid 
composition. 
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I.4.1. Human skin membrane 

Skin protects the organism from physical, chemical and biological attacks. It also plays a vital 
role in thermoregulation. The skin consists of three major layers, morphologically different: 
the epidermis, the dermis and the hypodermis. Epidermis is the outermost layer of skin. It is 
subdivided into five layers called from the outer (superficial) to the innermost (deepest): 
stratum corneum (SC); stratum lucidium; stratum granulosum (SG); stratum spinosum; and 
stratum basale or basal layer. Dermis contains two layers: the dermal papillary layer; and the 
dermal reticular layer. There are no sub-layers that constitute hypodermis (Figure 9).  

 

Figure 9: Human skin layers. 

The living layers of human epidermis are composed of several classes of lipids, found in 
different proportions in the epidermal layers. The amount of phospholipids (i.e., PE, PC, PS, 
and SM) significantly decreases from the basal to the corneum layers. Namely, they present 
45%, 25% and less than 5% of the total lipids presented in basal/spinosum, granular and 
corneum layers, respectively. Sphingolipids (mainly ceramides) and other neutral lipids (i.e., 
triglycerides, free fatty acids and cholesterol) are present in the epidermal layers. Conversely 
to phospholipids, their distribution increases from the basal to the corneum layer. Cholesterol 
sulfates are also present in the different layers in large SG proportions (Table 3) [27]. 

 Startum 
Basal/Spinosum 

Startum 
Granular 

Startum 
corneum 

Phospholipids 44.5 25.3 4.9 

Cholesterol 
sulfate 2.4 5.5 1.5 

Triglycerides 12.4 24.7 25.2 

Free fatty 
acids 7.0 9.2 19.3 

Cholesterol 11.2 11.5 14.0 

Ceramides 7.3 11.7 18.1 

Table 3: Lipid composition in human epidermis  [27].
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SC is believed to provide a physical barrier function to the skin. It consists of corneocytes 
embedded in lipid matrix. The extracellular lipid matrix is known to be the main penetration 
route of substances through the SC. This characteristic strongly depends on structural 
organization and physical state of the extracellular lipid matrix. The SC lipid composition
markedly differs from that of classical biological membranes. A quantitative analysis of the 
SC lipids for different human skin regions (abdomen, leg, face and plantar) was assessed 
[28], showing the significant differences in lipid distribution were found at the four different 
regions.  

The analysis of lipids at the skin surface revealed the presence of a wide variety of lipids. 
Ceramides are the predominant component of SC (up to 51%), then come cholesterol (up to 
27%), and free fatty acids (up to 21%) [29]. Cholesterol sulfate (3%) and traces of 
phospholipids (0.4%) have also been found. Ceramides largely contribute to lipid matrix 
organization and therefore to skin barrier function. Free fatty acids are the key elements to 
form the SC lipid bilayer and to keep the SC surface under acidic conditions. Cholesterol has 
a stabilizing role with respect to temperature changes [30].  

Fourteen subclasses of ceramides have been identified in human SC, differing from the 
molecular structure of both the sphingoid base and the acyl chain [31]. It is worth noting that 
the acyl-ceramides adopt a specific molecular structure, as they consist of long  -
hydroxyacids linked to a linoleic acid by an ester function, and long saturated lipid chains 
(24-34 carbons). These ceramides yield to more packed and ordered lipid bilayers, which 
provide the role of barrier to SC, as ordered bilayer are less permeable (two or three orders 
of magnitude from fluid to gel phase) [32,33].  

Due to its specific lipid compositions, SC lipid organization showed the co-existing of two 
crystalline lamellar phases. Various studies showed the existence of a pH gradient through 
the epidermis from the inner to outer layers (pH 7.5 to pH 4.5). At the SC extracellular lipid 
matrix, the local pH is approximately ~6. At skin physiological temperatures (28˚C - 32˚C), 
two gel phases were observed at pH 5-6, made of ceramide/cholesterol and free fatty acids. 
At neutral pH, a single gel phase was observed. No fluid phase was observed at any pH [33]. 

I.4.2. Bacterial membranes 

This section aims at providing a brief overview of bacterial membrane lipid composition. In 
1884, Christian Gram developed a special technique (called Gram staining) to identify 
bacteria, allowing the classification of bacteria into two main groups based on the chemical 
and physical properties of their cell envelope; Gram positive (Gram+) and Gram negative 
(Gram-) bacteria (Figure 10). 

The structure of the Gram+ bacteria cell envelope is composed of a single cell membrane, 
surrounded by thick layers of peptidoglycan (30 –100 nm thick) (Figure 10 (a)). The lipid 
content in Gram+ bacteria is generally low (2.6 % and 1.2% for B.subtilis and M. 

lysodeiktikus, respectively). The peptidoglycan structure is composed of polysaccharide 
chains cross-linked by peptide bridges; it provides structural rigidity to the cell envelope. 
Linked to the peptidoglycan, are teichoic acids, lipoteichoic acids and proteins.  
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Figure 10: Structure of the Gram-positive bacteria (a) and Gram-negative bacteria (b). Adapted from 
http://images.slideplayer.fr/1/476607/slides/slide_20.jpg. 

Techoic acid is an anionic glycopolymer; it is composed of a disaccharide linkage unit and a 
chain polymer containing phosphodiester-linked polyol repeat units (e.g., glycerol phosphate, 
glycosyl phosphate, or ribitol phosphate repeats). Teichoic acids are covalently linked to the 
peptidoglycan and constitute up to 60% of the mass of cell wall. Lipoteichoic acids anchor 
peptidoglycan to the cell membrane via a glycolipid. These compounds largely contribute to 
the cell envelope shape and function [34,35].  

The Gram- bacteria cell envelope is more complex. It contains an external membrane that 
surrounds the peptidoglycan and which is called the outer membrane (OM). As most of 
biological membranes, OM is a lipid bilayer that includes proteins (e.g., lipoproteins and 
porins) (Figure 10 (b)). It is asymmetric, phospholipids being predominant in the inner leaflet 
whereas the outer leaflet is mainly composed of glycolipids, particularly lipopolysaccharide 
(LPS), which is exclusively found in Gram- bacteria.  

LPS is known to be crucial for the barrier function of OM. LPS structure is composed of lipid 
A and a branched sugar chain anchored to O-antigens that are highly immunogenic and 
frequently toxic in mammals. Lipid tails of LPS are generally saturated, leading to tight 
packing and ordered lipids thus limiting the diffusion of hydrophobic compounds. Moreover, 
the porin proteins found in the outer leaflet of OM serve as hydrophilic transmembrane 
channels, allowing passive diffusion of small hydrophilic compounds (e.g., amino acids, 
mono and di-saccharides) through OM. Hence, the presence of LPS and porins in OM is one 
of reasons that make Gram- bacteria highly resistant to hydrophobic antibiotics and toxic 
drugs in comparison with Gram+ bacteria. This also so participate to the selectivity of OM as 
permeability barrier [36].  

The Gram- bacteria peptidoglycan is relatively thin (5-10% of the cell wall). Gram- bacteria 
are enriched in PE (up to 80%) whereas Gram+ bacteria contain large amount of PG (up to 
70%). The inner leaflet of OM and the cell membrane is made of phospholipids, including PE, 
PG and in a extend PS and CL. For example, the inner leaflet of the OM of Salmonella 

thyphimirium and E. coli contains PE, PG, and CL in the ratio 81:17:2, whereas the ratio in 
the corresponding cell membrane is 60:33:7. The total lipid content for Gram- bacteria is 
relatively high (e.g., 22.6% and 19.0% for E. coli and Salmonella pullorum respectively). Cell 
membrane contains more than 10% of unsaturated acyl chains compared to OM.  

Unlike animals, bacterial cell membrane does not contain sterols. Other lipids have been also 
found such as ornithine lipids, sulfolipids, glycolipids, pentacyclic triterpenoid lipids and 
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others, depending on the species. [37]. Proteins diversity present in cell membrane is quite 
high as compared to OM. The membrane diversity affects membrane organization and so 
membrane phase transitions [34]. 

I.5. Transport across cell membranes 

One of the major functions of membrane is to regulate exchanges of small molecules 
including water, nutrients, ions, and xenobiotics including drugs. Cell membranes are 
selectively permeable (semipermeable) in that some substances can cross it freely whereas 
others are stuck at the membrane surface. There exist two major processes for drug 
transport, namely passive permeation and protein-mediated transport [38,39].  

I.5.1. Passive permeation 

Permeation is the net movement of solutes from a high- to a low–concentration region, as 
driven by the law of mass action (i.e., to reach equilibrium). As a consequence, increasing 
drug plasma concentration increases rate of transfer across membrane thus accelerating its 
action. Permeation through lipid bilayers is often described as the process of influx (drug 
entering into cells). This process occurs without any interactions with carrier membrane 
proteins and no additional energy is required. Fick‘s law of diffusion partially governs this 
process, which results Brownian movements of particles. According to this low, the 
permeability coefficient of a solute   is calculated as:         

where   is the solute flux,    is the interface area and    is the concentration gradient across 
membrane.  

Following this process, small hydrophobic compounds (i.e., carbon dioxide, dioxygen) diffuse 
somewhat rapidly through membranes, mainly because of the low energy barriers that must 
be crossed in this case. If too hydrophobic, the compounds can however be trapped in the 
lipid core of membranes. Conversely, ions require a very high energetic barrier to cross lipid 
bilayers, mainly due to their charges and hydration shells; they indeed usually exhibit low 
rates of diffusion.  

For most of drugs, the rate of passive permeation is driven by a set of intrinsic descriptors 
(i.e., lipophilicity, hydrogen bonding capacity, molecular size, and ionization/charge) [40,41]. 
Membrane permeability studies are influenced by the Overton‘s rule, which positively 
correlates   to the lipophilicity of drugs expressed by the solute oil-water partition coefficient 
(logP) [42]. Following these rules, the increase of the lipophilicity increases the passive 
permeation rate. However, a large lipophilicity may dramatically decrease the solubility on 
water of drugs and then affect their crossing capacity. Additionally, the increase of the 
hydrogen bond capacity decreases the capacity of drug to diffuse passively. Concerning the 
molecular size, usually the smaller the molecular size, the easier the drug absorption. 
Moreover, most of drugs are weak acids or bases and thus the uncharged/charged ratio 
depends on the pKa of drug as well as the pH of the environment. It might be important to 
note that the pH value differs in the intracellular environments and therefore drugs cannot 
diffuse out of cell via the same process [38]. For more details and recent developments, the 
reader can refer to Chapter V. 
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I.5.2. Protein-mediated transport  

Xenobiotics that cannot cross membranes by passive permeation are usually transported 
through membranes by protein-mediated transport. Moreover, substrate flux against 
concentration gradients is sometimes required, both for influx and efflux. This process is 
achieved by special protein carriers e.g., the ABC, ATP-binding cassette transporters. 
However, transport of substrate against its gradient is energetically unfavorable, and 
therefore a source of energy is required. ABC transporters use the energy of ATP-hydrolysis; 
they are known as primary active transporters. Other transporters use the energy stored in 
the electrochemical gradient that may exist through the bilayer, i.e., the drug is transported 
together with the flux of ions (typically Na+ or H+); this transport usually refers to secondary 
active transport (for more details, the reader can refer to Chapter III). This process can also 
be considered as facilitated transport. 

Facilitated transport is mainly known to carry electrolytes and small hydrophilic compounds 
(e.g. ions, amino acids, polar molecules) to cross membranes. The crossing occurs through 
proteins by 1) carrier proteins, to which substrates bind on one side of the membrane and is 
translocated to the other side by conformational changes supported by electrochemical 
gradient but also 2) channel proteins (pores). The latter type usually transports ions by 
following gradient concentration through the channel, whereas the former type is more 
dedicated to small organic compounds (e.g., glucose and amino acids), which are too large 
to pass in most of protein channels. Carrier and channel proteins are relatively selective and 
specific of a given class of compounds. Unlike passive permeation, the rate of transport 
through selective channels is saturable, which may occur at high concentration. 

I.5.3. Endocytosis and exocytosis 

Lipid bilayers can wrap around large molecules including nanoparticles, proteins or even 
bacterial cells; this process is called endocytosis. It produces vesicles, called endosome, 
which can be released inside the cell. Conversely, vesicles can fuse plasma membranes, to 
then release the large molecule outside cell (exocytosis). For instance, vitamin B12 crosses 
the gut wall by endocytosis process [43]. The size and shape of particles affect wrapping 
time and efficiency [44,45].  For example, spherocylindrical particles showed more efficient 
endocytosis than spherical particles, and endocytosis is unlikely in case of sharp edges [44]. 
The full wrapping of nanoparticles is related to the degree of rigidity and density of ligands as 
well as their length and hydrophilic/hydrophobic character [48,49].  
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Chapter II. Theory and methods 

II.1. Molecular dynamics  

Molecular dynamics (MD) have become a standard tool, used to study various biological 
events including crossing of biological membranes and interactions of drugs with their 
biological targets. This technique allows providing atomistic details along time of a given 
molecular system [48]. The underlying idea of MD simulations is to study the macroscopic 
behavior of a biological system simply by computing the natural time evolution of the 
underlying molecular system; this is achieved numerically, by integrating Newton‘s equations 
of motion over a sufficiently long time. The almost never-ending increase of computer power, 
allows sampling timescales going from hundreds of nanoseconds to several microseconds. 
MD numerically integrates Newton‘s equations by taking small and discrete time steps. At a 
given time, the evaluation of new positions and velocities of all atoms are given with respect 
to the properties of the previous time step [49]. This section will provide a brief introduction to 
the underlying formalism of MD, stressing the important methodological details to 
successfully run MD simulations. 

II.1.1. Equation of motion 

Let us consider a system of N atoms, the Newton equation (Second law) of motion is given 
on atom   as:                             

where    is the force acting on the atom of mass    along the coordinate   . It is evaluated 
from all interactions occurring between atoms of the system. The force also corresponds to 
the derivative of the potential energy function  , which in turn is a function of the positions of 
all atoms:           
It is useful in molecular mechanics to subdivide the potential energy functions into two 
contributions, namely bonded and non-bonded interactions.  

II.1.2. Bonded interactions 

Bonded interactions describe all bonds (defined by two atoms), angles (defined by three 
atoms), and torsion (defined by four atoms):  

                                
The first term,      , represents the interaction between two atoms (  and  ) linked by a 
covalent bond. As a first approximation,       can be given by a simple harmonic spring 
potential, as a function of displacement from the equilibrium distance    : 

     (   )         (       )  

where      is the force constant that describes the bond strength and     is the equilibrium 

distance. Noted that both      and     are specific of every atom pairs.  
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In a similar way, the angle      formed by three atoms (     ) linked by 2 covalent bonds is 

described by a harmonic potential        as a function of the angle      formed by three 
atoms (     ): 

      (    )          (          )  
where       is the force constant and       is the equilibrium angle. 

The equilibrium values of the bond and angle parameters are usually derived from structural 
databases, while force constants are derived from infrared spectroscopy or alternatively from 
high-level quantum calculations. 

The third term,          , describes the (steric) energetic barriers of four covalently linked 
atoms (       ) to twist. These rotation barriers are particularly crucial to tackle 3D 
assemblies. It can be subdivided into two (i) proper dihedral and (ii) improper torsion 
potentials (        and          , respectively).   

                            
Proper dihedral is used to constrain the torsion around a single bond (atoms   and  ). 
Improper torsion describes out-of plane bending, which partially accounts for certain 
quantum effects not explicitly described in the molecular mechanics formalism and which 
strongly affect conformations (e.g., carbon or nitrogen hybridation). These two types of 
torsion may also differ from the potential function form. 

Proper dihedral potential,        , is assumed to be periodic. It is defined as a cosine function 
(so-called Ryckaert-Bellemans potential): 

       (     )     (     (     )) 
where    is the force constant;   is the periodicity; and    is the equilibrium dihedral angle 

between     and     planes.  

Improper dihedrals are discontinuous (non-periodic). The corresponding potential is 
expressed by a harmonic potential: 

         (     )       (        )     is the force constant and    is the equilibrium angle. 

II.1.3. Non-bonded interactions 

Non-bonded interaction means interaction between non-covalently bonded atoms belonging 
to the same molecule or to two different molecules. They are mainly described by 
electrostatic and van der Waals interactions. 

                                           
The first term describes the interactions between two charges on two atoms   and   (partial 
atomic charges). It is calculated for each pair according to the Coulomb‘s law:   

              (   )               
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where    and    are the partial charges of the atoms   and  ;     is the interatomic distance 

between   and  ; and    is the relative dielectric constant. 

The second term contains the attractive and repulsive contribution to the van der Waals 
interactions. It is usually given by the Lennard-Jones potential    : 

   (   )     (  )         ( )     

where    (  ) and    ( ) are parameters related the collision diameter and the well depth for 

repulsion and dispersion, respectively. The repulsive contribution becomes predominant at 
short distances where electron-electron interactions are strong. The attractive forces are 
basically described by dipole-dipole interactions, which in the case of non-polar molecules 
come from the fluctuations in charge distribution in electron clouds. Fluctuations in electron 
distribution indeed produce instantaneous dipoles, which in turn induces another dipole in a 
second atom yielding attractive interaction (dispersion).  

It is must be stressed that calculation of non-bonded intermolecular interactions is time 
consuming, as they evaluate pair interactions between all atoms in the system. For this 
reason, a cutoff distance is usually predefined as a setup of any MD simulations. It means 
that only interactions between atoms separated by a distance less than the cutoff distance 
are taken into account. Depending on the force field, this cutoff can be set from 0.9 to 1.4 nm 
for Coulomb and van der Waals interactions; the cutoff can be different for both types of 
interactions.  

To improve accuracy of the simulations, small contributions to the potential energy of atoms 
   (   ) further than the cutoff should be taken into consideration. Indeed, a method to 
calculate long-range interactions (e.g., coulombic interactions) has to be applied. The best 
methods are based on Ewald summation; an efficient technique to calculate the interactions 
between a charge and its periodic copies. It is performed by splitting the calculation of the 
interaction potential into two parts:  one short-ranged term that converges quickly in real 
space, and one long-ranged term that converges quickly in Fourier space. Particle Mesh 
Ewald (PME) method is commonly used.  

II.1.4. Force field 

The force field (FF) gathers all interaction potentials. It simply corresponds to the sum of 
potentials described above:  

                                                             
Other terms can be added (e.g., specific terms for hydrogen bonding), as well as various 
mathematical forms can be used for the different contributions (e.g., Morse-type potential for 
     ). All parameters present in the different potentials are obtained either from 
experimental data or from high-level quantum chemical calculations. We again insist that 
quantum description is ignored in the molecular mechanics formalism, so MD is not suited to 
inherently describe reactivity. Different parameter sets and        equations are available, 
leading to several levels and versions of FFs. The choice of the FF is crucial to accurately 
describe all interactions in the molecular system. There are three main families FFs, namely: 
all-atom (AA); united-atom (UA); and coarse-grain (CG) (Figure 11).  
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Figure 11: Different force field resolutions of a POPC molecule: AA-FF, UA-FF and CG-FF. 

In AA-FFs, every type of atoms in the system is described explicitly, including hydrogen and 
therefore, all intra and intermolecular interactions are explicitly monitored.  

To speed up calculations, UA-FFs have been developed, in which some atoms (mostly 
hydrogen atoms) are described as part of ―pseudo-atoms‖, describing a small group of 
atoms. For example, in lipid bilayer, the non-polar hydrogens of aliphatic chains are 
combined with the corresponding carbon atoms and formed a single CH2 pseudo-atom. With 
this model, a smoother potential landscape can be produced, giving rise to faster re-
orientation of hydrocarbon chains, which in turn increases the sampling rate of the 
conformational space. Gromos is one of the most popular UA-FFs.  

To simulate larger systems (e.g., proteasomes, protein-DNA complexes, viruses) or longer 
processes (e.g., biological diffusion, protein movements), coarse-grained simulations can be 
used, which reduce the number of degrees of freedom of the system. The idea of CG is to 
represent a group of atoms or few united atoms as a single particle or ―bead‖. The popular 
models use a four-to-one mapping, i.e., a single interacting bead describes four heavy atoms 
(e.g., C, O, N…). This allows longer time steps of integration and increases the sampling 
time by about one order of magnitude. FFs adapted for CG contain a set of predefined bead 
types corresponding to different functional groups in different molecules. CG Martini FF has 
been widely used [50]. 

The choice of type of FF depends on the phenomena under studied as well as computational 
capacities. UA models have been widely used because of the adequate balance between 
accuracy and computational time. However, AA-FFs are sometimes mandatory when 
hydrogen atoms play crucial roles in the supramolecular assemblies. CG is recommended to 
study rare events, which occur in the order of the millisecond.  

Nowadays, MD simulations can study a large variety of molecular systems. Several FFs 
have been developed, which may have certain specificity. For example, for organic liquids 
OPLS/AA FF appears to be well-adapted [51–53]. For proteins, the recent versions of 
AMBER, CHARMM and OPLS/AA FFs have showed reliable results [54,55]. Still now, the 
accurate description of DNA is a challenging issue and it is even more delicate for RNA [56]. 
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The FFs for nucleic acids are still currently under improvements [57–60], even though recent 
modifications of AMBER FFs provide the most accurate results at the moment. Concerning 
lipid bilayers, several FFs at atomic resolution have been optimized, such as Berger lipids 
[61], AA Stockholm Lipids (SLipids) [62], UA Gromos family (e.g., 43A1-S3 [63] and 53A6 
[64]), CHARMM36 [65,66], Lipid 14 [67] and CG Martini force fields [50].  

II.1.5. Integration Algorithms 

The evaluation of intramolecular and intermolecular forces between all atoms of the 
molecular system is assessed within the molecular mechanics formalism. Once a 
configuration of atoms is obtained at a given time t, a new one can be derived at time     , 
according to the differential equations of motion. To proceed time integration, many 
algorithms have been designed [68]. The leap-frog Verlet algorithm is probably the most 
commonly applied. It increments positions and velocities according to the following 
equations:   (    )   ( )     (      )  (      )   (      )      ( ) 
The force  ( ) acting on each atom corresponds to the negative gradient of potential 
function. It is important to mention that the integration of these equations should be 
performed accurately by using time steps (Δt) less than the time scale of the fastest atomic 
motion in the molecular system. In principle those involving hydrogen atoms, namely ~13 fs 
being the vibrational frequency of bonds involving hydrogen; a 2 fs time step is usually used. 

II.2. Environments 

II.2.1. Ensembles 

An ensemble is a collection of particles for a given system, which have an identical 
thermodynamic state, however bearing different microscopic parameters, such as positions 
and velocities. For instance, in the microcanonical ensemble (NVE), the volume V, the 
number of particles N and total energy E are constant. However, the evolution studied in MD 
simulation is generally defined under constant volume and temperature (NVT) called 
canonical ensemble, or under constant pressure and temperature (NPT), called isobaric-
isothermal ensemble. Keeping E constant is in principle non relevant in MD simulations, 
while keeping volume constant does rarely correspond to experimental conditions. Therefore, 
NPT is usually more recommended as they correspond to typical real-life situations and most 
experiments. In order to keep the temperature and pressure constant, several methods have 
been developed, so-called thermostats and barostats, respectively. 

II.2.1.1 Thermostat 

Temperature results from the motion of molecules. It is computed from the kinetic energy of 
the system     , in other words, the velocity of each particule    according to the following 
equation:        ∑      
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where    is the mass of particle i;   is the Boltzmann‘s constant; and     is the number of 
degrees of freedom.  

Thermostat methods couple the system to an external heat temperature bath. The  coupling 
Berendsen thermostat method [69] either removes or adds energy to the system to maintain 
constant temperature. It scales the velocities of all atoms at each step directly using a weak 
coupling algorithm with respect to the target temperature   . This algorithm slowly corrects 
the temperature deviation of the system according to:            

where   is the instantaneous temperature and   is the decay coupling time constant.             
If      , the heat will be removed, but if      , the temperature will increase. However, 
Berendsen thermostat method is not capable of sampling a system in a proper 
thermodynamic ensemble as the kinetic energy fluctuations are neglected, so leading to 
suppress temperature fluctuations. Besides, the extended-ensemble Nose-Hoover 
thermostat is commonly used [70,71]. Roughly, it introduces an external ―heat bath‖ potential 
that mimics a heat reservoir, by adding an extra degree of freedom to the equations of 
motion to lower temperature variations. 

II.2.1.2 Barostats 

Pressure coupling is controlled similarly to temperature coupling, i.e., by correcting the 
system volume with the so-called barostat algorithm. Temperature scales velocity while 
pressure scales dimension. The simulation box is scaled with a weak coupling algorithm to 
reach the target pressure. Since the pressure is derived from the forces normal to a surface, 
controlling the pressure implies box size scaling along the x-, y-, and z-directions. Compared 
to thermostat, in barostat approach, the external heat temperature bath is replaced by a 
pressure bath. Parrinello–Rahman barostat [72,73] maintains constant pressure using a 
similar approach as the Nosé–Hoover thermostat, i.e., by adding an external potential term in 
the equations of motion. It correctly describes fluctuations of the box volume.  

Three pressure coupling schemes are available in GROMACS: isotropic, semiisotropic, and 
anisotropic. In isotropic coupling, all three components of the box vector are equally scaled, 
ensuring that the simulation box remains proportional. In semi-isotropic pressure coupling, 
two dimensions are coupled isotropically and the third scales independently. In anisotropic 
coupling, all components of the box vector are uncoupled, and as such, it imposes the least 
amount of constraint on the system. Lipid bilayers are usually simulated using semi-isotropic 
pressure coupling to maintain the size ratio of the bilayer constant and prevent the system 
elongation in one direction.  

II.2.2. Water models 

Several methods describe the effect of solvent molecules, mainly water as most of biological 
systems are immersed in aqueous environments. Several water models have been 
developed, which mainly differ from the number of interacting points, called sites, used to 
describe intermolecular interactions. The most popular water models are the Simple Point 
Charge (SPC) [74], the Extended SPC (SPC/E) [28]  and the 3-point TIP3P [76] models. All 
of these models have three interacting sites, each atom being assigned to a point charge ( 
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Figure 12 and Table 4). Water models with 3-sites are mostly used in MD simulations 
because of their simplicity and high computational efficiency. Other models exist, in which 
additional sites are added. In the four-site water model (e.g., TIP4P) a dummy atom is added 
along the bisector of HOH angle, near the oxygen atom. With this model, the electrostatic
distribution around the water molecule is improved.  

It is important to mention that the choice of water model should be suitable for the FF. In 
general, SPC and SPC/E are compatible with GROMOS, whereas TIP3P are compatible with 
AMBER and OPLS. 

 
 

 
 
 
 

 

 
Figure 12: Water model having 3-sites of interactions. 

 

Model   (Ǻ) Ԑ (kj.mol-1) I1 (Å) q1 q2 ө (˚) 

SPC 3.166 0.650 1.0000 +0.410 -0.8200 109.47 

SPC/E 3.166 0.650 1.0000 +0.4238 -0.8476 109.47 

TIP3P 3.1506 0.6364 0.9572 +0.4170 -0.8340 104.52 

 
Table 4: Parameters for some water models. I1, are OH bond lengths, ө is the HOH bond angle, q1 is 

the partial charge on the hydrogen atom, q2 is the partial charge on the oxygen atom (q2 = -2 q1).    and Ԑ are Lennard-Jones parameters. 

II.2.3. Periodic conditions 

Periodic boundary conditions (PBC) are generally applied during MD simulations to minimize 
the edge effects of the box in which the molecular system is confined. Applying PBC allows 
mimic bulk properties (Figure 13). The periodicity is obtained by treating the simulation box 
as surrounded by its own image. Conceptually, when a particle leaves the simulation box 
through one face of the box, its image re-enters through the opposite face without any kind of 
interactions with the box boundary. Usually, a cubic or rectangular simulation box is used in 
membrane simulations. Technically, the simulation box should be large enough, so to 
prevent large compounds to directly interact with their mirror images in the neighboring 
boxes, i.e., when distance approaches cutoffs. 
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Figure 13: Periodic boundary conditions (PBC). 

II.3. Potential of the mean force and related properties 

Molecule partitioning, penetration, diffusion and permeation in biological membranes are of 
crucial pharmacological interest. Potential of the mean force (PMF), or free energy profile 
along a reaction coordinate may for instance evaluate the energetics cost required by a drug 
to be transported from one to another region (Figure 14). Biological membranes are highly 
inhomogeneous and complex systems; they constitute of several regions with different 
constitution and densities [77].  

 

Figure 14: Pictorial description of unassisted (passive) permeation and energetic profile for drug 
crossing. ΔGpart is related to drug portioning, whereas ΔGcrossing is the highest energetic barrier met by 

drugs through the bilayer (i.e., limiting step of crossing event) [78].   
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Experimental methods cannot provide detailed energy profiles, e,g., drug passive permeation 
through membrane. Computer simulations represent a powerful tool to explicitly describe 
membrane- anisotropy at an atomic resolution, and thus to monitor solute-membrane 
interactions.

PMF can be seen as an understanding of the average transition from a given state (A) to 
another state (B). The transition time between the two metastable states can be estimated 
from PMF. However, up to now, classical unbiased MD simulations are not suited to monitor 
phenomena longer than hundreds of microseconds, including diffusion and permeability 
processes. To drive these rare events, biased MD simulations can be employed. Among 
other techniques, z-constraint [79], umbrella sampling [80], and COSMOmic [81] allow PMF 
evaluation. The evaluation of diffusion coefficients and permeability coefficients can be 
obtained from the z-constraint method. 

II.3.1. z-Constraint method 

The first step of a z-constrained procedure is a slow pulling of the drug along z-axis 
perpendicular to the bilayer surface. The rate of drug pulling should be as slow as possible to 
allow both drug relaxation and prevention of any lipid bilayer deformations.  

Once drug is pulled, a set of positions is generated at different (regularly separated) z values. 
At each position, a bias potential (z-constraint force) is applied to constrain the center-of-
mass (COM) of drug. Eventually the constraining force  (   ) is determined.  

At each position, movements are freely allowed in the xy plans of lipid bilayer. The derivative 
of PMF can be calculated by measuring the average force on a solute that is constrained in 
selected z positions after sufficient sampling. 

The Gibbs energy of transfer from water to a z-depth,   ( ), can be calculated according to 
the following equation [77]:    ( )   ∫ 〈 ( )〉  

        
where 〈 ( )〉  is the average constraint force at position   over the total simulation time. The 
partition coefficient  ( )  is calculated from   ( ) by:   ( )     [   ( )   ] 
The permeability coefficient   and the resistance  to cross the entire bilayer can be 
calculated according to the following equation:       ∫  ( )         ∫    [  ( )   ] ( )        

where  ( ) is the local solute resistance.  ( ) is evaluated using the autocorrelation function 
discussed above. Once   ( ) and  ( ) are calculated, the integration can be performed 
numerically, giving the local permeability resistance and the permeability coefficient. For 
more details, the reader can see Chapter V. 
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II.3.2.  Umbrella sampling 

In Umbrella sampling [80], an artificial biased (restraint) potential  ( ), acting along  -axis 
perpendicular to the bilayer surface is added to the solute, forcing it to remain close to a 
reference position   . The biased potential is expressed as a restraint harmonic potential:  ( )      (    )  
where   is the force constant of the restraint. 

Similarly to z-constraint methods, PMF through the lipid bilayer can be obtained by defining a 
series of initial drug positions along z-axis. Each related atomic configuration is restrained 
using the biasing potential  ( ), within a sampling window. The biased probability 
distributions   ( ) to find the system in a given state along the z-axis are measured. The 
Gibbs energy profile  ( ) along z-axis is given by:   ( )          ( )  ( )   

To ensure sampling along the whole coordinate, the windows are chosen so that the 
harmonic biased potentials in each window overlap the nearby windows.   is shifted so as to 
obtain overlap in the common regions. It is specific for each window and depends on  ( ). 
As a biasing potential is used, an unbiasing procedure must be applied to calculate the 
correct Gibbs energy profiles. The weighted histogram analysis method (WHAM) [35] is 
usually used to extract the unbiased PMF by unweighting and combining the biased 
probabilities   ( ) (also called histograms) of all windows, resulting in unbiased probability 
distributions which in turn, give the unbiased PMF. 

II.3.3. COSMOmic 

Conductor-like Screening Model for real solvent ―COSMO-RS‖ software is used to calculate 
thermodynamics properties of homogeneous liquid systems. It is based on calculation of 
chemical potentials. Here the environment is described implicitly as a dielectric continuum; 
each molecule is described by its 3D charge density distribution  ( ), so-called  -profile. 
COSMOmic is an extension of COSMO-RS applied to micelles and lipid bilayers [81]. In this 
model, the bilayer is divided into layers along to z-axis (perpendicular to the bilayer surface), 
each layer being considered as an homogeneous liquid characterized by a specific σ-
profile,   (  ). Drug membrane crossing can thus be studied as crossing various regions of 
specific polarity. The PMF can be obtained by statistical thermodynamics in place of MD 
simulations [82]. The crossing events can be described by interacting  -potential of both drug 
and membrane layers.  -potential corresponds to the affinity of the solvent   to a solute 
surface having a polarity  . The corresponding chemical potential (the partial Gibbsenergy)  
of a drug in each layer    (  ) can be evaluated for a large number of orientations, taking size 
effects and shape ratios of molecules in the system into consideration by adding 
combinatorial contribution        to the chemical potential [81]. The combinatorial contribution 
is based on the molecular volume and molecular area of the solute [82].     ( )         ∫  ( )     

For the special case of lipid bilayers, contributions of the elastic deformation energy of bilayer 
by a solute and the long-range electrostatic potential are also added [83]. 



 

Tahani OSSMAN | Thèse de doctorat | Université de Limoges  43 
 

The partition function of a solute X (   ) in a membrane   with respect to all   center 
positions and all m orientations is given by:  

    ∑∑   (    (     )   ) 
   

 
    

where    is the solute position and    its orientation. 

Subsequently, the probability to find solute X in layer i is given by: 

     (  )     (  )    

and the Gibbs energy profile of the solute throughout the solvent (lipid bilayer) is calculated 
as:     (  )           (  ) 
To summarize, COSMOmic analyses allow conformational sampling of drugs in bilayers 
together with evaluation of PMF through the bilayer, with reasonable accuracy. Indeed, high 
correlation was observed between COSMOmic and experimental partition coefficients (logP) 
for a series of small molecules (glycerol, methanol, acetone, 1-butanol, benzylalcohol, 
aniline, 2-nitrotoluene, p-xylene, 4-chloro-3- methylphenol, 2,4,5-trichloroaniline, 
hexachlorobenzene) inserting in dimyristoylphosphatidylcholine (DMPC) membrane bilayer 
[84]. The accuracy of this method was particularly good with respect to various AA-FF and 
UA-FF, keeping in mind the dramatic gain of computational time with the COSMOmic 
formalism. 

II.4. Diffusion coefficient and autocorrelation function  

The diffusion coefficient  ( ) of compounds in lipid bilayers can be measured by several 
methods. Theorically, the easiest way is from the mean square displacement (MSD) using 
Einstein relation. For diffusion in the z direction, the equation is:  ( )              ( )  (   )    

where     ( )  (   )    is the MSD. The time origin (   ) can be shifted to enhance 
statistics. The slope of the MSD curve is proportional to the diffusion coefficient. 

Another approach is widely used to calculate local diffusion coefficient  ( ) over free energy 
barriers based on the fluctuation-dissipation theorem. In this latter, the autocorrelation 
function of the random forces applied to the compound is related to the friction coefficient  (   ) via the following equation:  (   )  〈  (   )    (     )〉   

where   is the Boltzmann constant;   is the temperature; and   (   ) represents the random 
force.   (   ) corresponds to the fluctuations of the instantaneous force from the average force 
acting on the molecule:   (   )   (   )     ( )  . It can be calculated from the forces on 
the constrained position compound using z-constraint method. 
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Time integration of this equation gives the local static friction coefficient. Once the static 
friction coefficient is calculated, the local diffusion coefficient  ( ) can be calculated as 
follows:  ( )     (   )  (  ) ∫〈  (   )    (   )〉   
The challenge is to calculate the force autocorrelation function corresponding to (ACF) 〈  (   )    (     )〉.  
ACF can be defined as a ―memory function‖; it calculates how parameters can have a time 
dependent effect on itself. ACF is a powerful tool to evaluate various properties of the 
system.  

For a property  , the ACF is defined as:   ( )     ( )  (   )   

where   is the time. The correlation time   gives the time needed for the property   to be 
uncorrelated with itself. 

Technically, the calculations of the force fluctuation autocorrelation functions require a set of 
properties of interest, taken at time intervals    much shorter than correlation time   [49].  

  (   )    ∑  (   ) ((   )  )     
    

where   is the time frame for the calculation.   should be       to compute all points 
with the same statistical accuracy. The simulation length should be significantly longer than   
to calculate correlation function and to improve the accuracy. 

ACF roughly decays exponentially. The force fluctuation time autocorrelation function can be 
estimated through a fit to double, triple or several exponentials. 

  (  )  ∑              
  

In practice,  ( ) is highly sensitive to the convergence of the system and the length of 
sampling. Several nanoseconds of simulations are required to calculate well-converged ACF. 
For more details, the reader can see section V.2.2. 

II.5. Analysis of simulation results 

Equilibrium properties and dynamics processes of lipid bilayers can be evaluated from 
sufficiently sampled MD simulations. From such calculations, atomic positions and velocities 
are obtained vs. time (trajectories), together with potential energies. The analyses are 
performed when the system is converged and reach equilibrium in terms of location and 
potential energy. There exist several parameters that are characteristics of structural lipid 
bilayer properties [85]. 
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II.5.1. Lipid order parameter 

Lipid order parameter (SCD) determines the relative order of the lipid chain. It mainly reflects 
order and orientation of lipid tails with respect to the normal of the bilayer surface. Lipid order 
parameter is calculated for each acyl group by:        〈     〉     

where the angular brackets denotes the average over all sampled molecular orientations, 
and θ is the angle between carbon-deuterium (C-D) bond vector and the bilayer normal axis. 

Negative value of     indicates a perpendicular alignment of lipid chain with respect to the 
normal of bilayer (-0.5 is the minimum). A value of 1 is the highest; it corresponds to a perfect 
alignment along the bilayer normal. A value of     close to 0 corresponds to fully disordered 
systems. However, in special case,     = 0 may also indicate a highly ordered system when 
the C-H vector is titled at angle of 54.7, so-called the magic angle. In general, the order 
decreases from the interface region to the middle of the membrane. Local orientational order 
parameters can be measured experimentally from solid-state deuterium NMR spectra by 
calculation of quadrupole splitting     according to:              

where 
      is the quadrupolar coupling constant. It equals 168 kHz for a C-D bond in lipid 

acyl chain. 

II.5.2. Area per lipid 

The average area per lipid (APL) is calculated by dividing the xy area of the box by the 
number of lipids per leaflet. It is often used to follow membrane equilibration. The APL 
strongly depends on FF details and simulations parameter (e.g., composition, temperature). 
For instance, Slipids FF showed a high capacity to reproduce the APL close to experimental 
data for large number of lipid bilayers and temperatures [86–88]. APL shows a high 
sensitivity to hydrophilic effects in the polar head group region and between lipid chains. It 
decreases with increasing the length of lipid chains [89]. Experimentally, several techniques 
can determine the APL including X-ray scattering, and NMR spectroscopy [90–92]. The APLs 
obtained from experimental data for various lipids found in nature are represented in Table 5. 

II.5.3. Bilayer thickness 

The thickness can be measured from the calculated highest electron density across the 
bilayer [91,93,94]. The peak-to-peak distance in this distribution, along the bilayer normal, 
corresponds to the distance between the polar head group regions of both leaflets, thus 
correctly picturing bilayer thickness. In phospholipid bilayer, the peak-to-peak distance 
corresponds to the layer between phosphate groups of both leaflets. 

Another calculation can be used, called Luzzati thickness   . It is computed from volume per 
lipid (  ) and APL:            

Practically,    is computed as a function of the box volume (  ) and water phase volume: 
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    (        )    

where    is the number of water molecules and     is the volume of one water molecule. 
Experimentally, bilayer thickness can be measured using X-ray and neutron diffraction, 
respectively [92–94].    values of several fluid bilayers at different temperatures are given in 
Table 5. 

 
 

20 (˚C) 30 (˚C) 50 (˚C) 60 (˚C) 

APL (Ǻ)    (Ǻ) APL (Ǻ)    (Ǻ) APL (Ǻ)    (Ǻ) APL (Ǻ)    (Ǻ) 

POPC 62.7 39.8 64.3 39.1 67.3 37.9 68.1 37.7 

DLPC 59.6 33.0 60.8 32.6 64.8 31.0 65.9 30.7 

DMPC - - 59.9 36.7 63.3 35.2 65.7 34.2 

DPPC - - - - 63.1 39.0 65.0 38.1 

Table 5: Lipid area (APL) and Luzzati bilayer thickness (  ) of several fluid bilayers at different 
temperatures [92]. 

II.5.4. Distribution 

The analysis of spatial distribution of certain properties over time (including angles, positions, 
H-bonds or distances between atoms and molecules) is of great importance to visualize the 
behavior of a system along simulation time. It enables better investigation of local atomic and 
molecular structural variations. The analysis is performed over the equilibrated portion of the 
MD-trajectory, which should be sufficiently representative of the real behavior under study. 
The distance along the z-axis of COM of molecule or characteristic chemical groups with 
respect to the center of lipid bilayer is used to determine its spatial distribution in the 
membranes. The averaged value must be given with its standard deviation, which is 
representative of fluctuations occurring within the time scale of the simulation. The number of 
H-bonds can also be followed, e.g., described as all distances between H-bond donor and 
acceptor below a threshold value of 3.0 Å. 

II.5.5. Radial distribution function 

The Radial Distribution Function (RDF) is a useful tool to predict the atom position and 
molecular structure of a system. It gives the probability to find a particle at a given distance r 
from another particle. The concept is to construct a spherical shell of radius r and thickness    around a chosen molecule or atom type and it calculates the pair distribution  ( ) of 
molecular pairs at this radius. For a single molecule or atom,  ( ) is defined as:  ( )   ( )        
where  ( ) is the number of atoms in this spherical shell,    is the mean particle density; it is 
given by     where   is the number of atoms in volume  . Then, the total number in the 
shell is         and the number of atoms in the volume elements varies as   . 
This analysis allows us to evaluate the probability of water molecules around a given drug 
and their hydration number. This latter is given by integrating the above equation up to ( )  
the first minimum in the RDF curves: 
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  ∫  ( )  ∫         ( ) 
   

 
    

where  ( ) is the number of water molecules in the first shell with a thickness of    at a 
distance   from the COM of the drug molecule. 
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Chapter III. In silico pharmacology: drug membrane partitioning and crossing 
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This review assesses how theoretical methods can now be considered as a new 
pharmacological tool, supporting or predicting experimental evidence, explicitly addressing: i) 
lipid bilayer insertion (Section III.3); ii) passive membrane permeation (Section III.4.1); iii) 
facilitated transport by membrane proteins (Section III.4.2); iv) biotransformation by 
membrane proteins (Section III.5); and v) efflux by active membrane transporters 
(Section III.6). The strengths of different in silico methodologies will be discussed, 
emphasizing on the importance of lipid bilayer composition (Section III.7).  

As an important part of my thesis is focusing on the interactions between pharmacological 
drugs and membrane, I have contributed to review MD studies of the interactions between i) 
antiviral drugs (section III.3.5), ii) antimicrobial peptide drugs (sectionIII.3.6) and membranes, 
as well the influence of membrane composition on the lipids phases formation (III.7). 

III.1. Introduction 

Drug-membrane interaction is a crucial pharmacological step that directly affects ADME 
(absorption, distribution, metabolism and excretion) of drugs, and subsequently drug action 
or toxicity [95,96]. Biological membranes are complex dynamical systems composed of a 
huge number of different lipids and proteins, with mass ratio ranging from 1:3 to 3:1 [97]. 
According to the fluid mosaic model proposed by Singer and Nicholson in 1972, the plasma 
membrane forms "islands" of proteins immersed in the "two-dimensional sea" of lipids [98]. 
This model is still a valid description of most biological membranes with some significant 
exceptions, e.g., skin membrane [99]. 

In this review, we will mainly focus on drug interactions with the lipid bilayer and with 
membrane proteins. Although only about 30 % of human genes encode for membrane 
proteins [100], more than 60 % of molecular targets of commonly used drugs are membrane 
proteins (Figure 15) [101]. Drug-protein interactions, related mechanism of a drug action, 
have been under close consideration [102], which is often better documented than drug-lipid 
interactions and membrane crossing. Drug-lipid interactions are pharmacologically significant 
as i) drug partitioning to membranes is more common than nonspecific protein binding [103]; 
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ii) nonpolar xenobiotics can accumulate in lipid bilayers [104]; and passive transport 
contributes to drug disposition [105]. 

 

Figure 15: 411 known targets of 1732 FDA approved drugs (up to 2015) according to ChEMBL21 
dataset sorted by target type. Membrane bound targets consist about 62.4 % are annotated by 

expansion of triangle. 

The biophysical techniques used to investigate drug-membrane interactions provide 
meaningful but fragmented information on: drug insertion; average location in the inner or 
outer parts of lipid bilayers; conformational and orientational behaviors; diffusion coefficients; 
partition coefficients; and membrane (passive) permeation. The mentioned biophysical 
methods are rather expensive, time consuming and cannot be employed easily in high-
throughput screening. Alternatively, in silico molecular modeling has gained substantial 
attention and maturity over the past decade. Since their conceptualization [106–108], the in 

silico membrane models have witnessed an extensive development [109–111]. The 
exponential growth of computing resources also drives the development in accuracy at 
reasonable time. Molecular dynamics (MD) simulations of lipid bilayer membranes evaluate 
drug-membrane interaction at both atomic and femtosecond resolutions, which is hardly 
reached simultaneously by experimental methods.  

III.2. Glossary of in silico terms 

The aim of this section is only to guide non-experts in the specialized vocabulary, so as to 
facilitate and focus on understanding of the physical-chemical picture of drug-membrane 
crossing. 

Molecular Mechanics: Methods to calculate the potential energy of a given molecular 
system as a function of position of the atoms in the system. The calculation is based on the 
classical (Newtonian) mechanics and empirical noncovalent terms as described by a force 
field. 

Force field: Empirical formula of the potential energy together with tabulated empirical 
atomic parameters. Formula usually includes the bond deformation energy, the angle 
deformation energy, the energy associated with changes in dihedrals, the energy due to 
electrostatic (Coulomb) interactions, and the energy associated with van der Waals 
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interactions. Some force fields also include specific terms such as H-bonding, or an energetic 
term describing polarization effects. 

All atom force field: All atoms are explicitly treated as partially charged van der Waals balls 
on springs. Van der Waals interactions between distant atoms (e.g., above 1 nm) are usually 
neglected, so to reduce the computational costs. 

United atom force field: All atoms are treated as in all atom force fields, except nonpolar 
hydrogens that are united with the carbon they are attached to. United atom force fields are 
known to overestimate diffusion coefficients due to smaller friction. 

Coarse-grained (CG) force field: The number of degrees of freedom (e.g., atoms) is 
decreased (with respect to all atom force field description) by associating some atoms into 
atomic (super)-groups, called beads. These beads are treated as interacting polar, non-polar, 
apolar, or charged moieties.  

Classical, free or unbiased MD simulations: The evolution (trajectory) of a molecular 
system in time by integration of Newtonian equations of motion at given conditions (e.g., 
pressure, temperature, ionic strength, etc.). Currently, we achieve timescales from hundreds 
of nanoseconds to a few microseconds depending on system size and available 
computational power. 

Biased MD simulations: Dedicated MD algorithms designed to speed up the exploration of 
potential energy either by constraining or focusing on geometrical variables of interest, e.g., 
steered MD; constrained MD; targeted MD, metadynamics, replica exchange MD. 

Homology modeling: A theoretical approach, which provides structural models of proteins 
based on sequence homology (similarity). Assuming that two similar protein sequences 
should adopt remarkably close 3D structures, an unknown structure can be built by aligning 
its amino acid sequence onto a known structure of a reference (homologue) protein. 

III.3. Drug insertion and partitioning into lipid bilayers 

One of the main advantages of MD simulations is the ability to describe the preferred location 
and orientation of drugs in membranes at atomic resolution. Locations and orientations have 
been successfully predicted for a wide variety of drugs, in agreement with experimental data 
obtained on biomimetic membrane models [112]. In addition to providing locations and 
orientations, biased MD simulations enable evaluation of Gibbs energy (  )-profiles along a 
chosen direction, e.g., the membrane normal (z-axis) to picture membrane crossing and 
estimate membrane partitioning (Figure 16). This energetic profile reflects the selective drug 
affinity to the different membrane regions. Along the z-axis, a bilayer can conceptually be 
divided into five regions: region 1) bulk water (z > ~2.5 nm); region 2) the aqueous interface 
between water and phosphate groups (~2.0 < z < ~2.5 nm); region 3) the dry transition 
region between phosphate groups and acyl chains (~1.5 < z < ~2.0 nm); region 4) the 
hydrophobic region of the bilayer (~0.5 < z < ~1.5 nm); and region 5) the middle of the bilayer 
with low tail density (z < ~0.5 nm).1 The difference in Gibbs energies between the bulk water 
and the potential well in the membrane (      , see Figure 16) provides a much more 
complex view on drug-membrane partitioning than the commonly used 1-octanol/water 
partition coefficients logP [113,114], which cannot catch complexity of membrane bilayer 

                                                
1 Although the boundaries, given in bracket for a neat 1,2-dioleoyl-sn-glycero-3-phosphocholine 
(DOPC) bilayer, may differ with membrane composition, they are pertinent to the present analysis. 
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structure [115]. Here a non-exhaustive list is given, in which we exemplify the success of MD 
studies at predicting or confirming membrane insertion of a number of drugs, sorted by 
therapeutic classes. 

 

 

Figure 16: Pictorial description of unassisted (passive) permeation and energetic profile for drug 
crossing.        is related to drug partitioning, whereas            is the highest energetic barrier met 

by drugs through the bilayer (i.e., limiting step of crossing event). The potential well and the            

may be localized in different regions; this very scheme reflects the behavior of a polar or an 
amphiphilic compound (high barrier in the lipid tail region). 

III.3.1. Anesthetics 

Local anesthetics (LAs), including articaine, lidocaine, prilocaine, tetracaine and phenytoin 
bear titratable amino groups and may exist in both charged and uncharged states at 
physiological pH. MD simulations predict that all charged forms partition in the polar head 
group region in contact with water molecules (region 2), whereas uncharged forms insert 
deeper into the bilayers (regions 3-5) and cross membrane by passive permeation [116–
126]. MD simulations help to decide whether LAs directly inhibit voltage-sensitive sodium and 
potassium channels [127–129], or as suggested by their location in membranes, increase 
lipid bilayer fluidity hence decreasing lipid order [116,121,123,125,126]. Membrane 
modifications associated with LA insertion in lipid bilayer most likely occur in the surrounding 
of ion channels, thus affecting ion exchanges. 

The general anesthetics (GAs)‘ family includes: small gases such as neon and NO; 
fluorinated molecules (e.g., halothane, desflurane); amphiphilic compounds (e.g., 
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benzodiazepines, propofol, ketamine); and 1-alkanols. Two main mechanisms of action have 
been considered, namely via receptors [130] or via membrane disruption. MD simulations 
confirmed X-ray diffraction studies showing that, at therapeutic concentration, ketamine 
inserts in membranes at the lipid/water interface affecting neither membrane thickness nor
area per lipid, however inducing significant changes in lateral pressure profile that could 
affect ion channels [131]. Additionally, several MD studies addressed the relationship 
between lateral pressure and pressure reversal (cessation of anesthesia by hyperbaric 
pressure) [132]. Molecular descriptors rationalizing pressure reversal were identified, e.g., 
location of some GAs‘ moieties; orientation of lipid head groups or tails [133]; and intra-
membrane GA aggregation [134,135]. 

III.3.2. β-blockers 

Beside their β-adrenergic blocking activities, β-blockers can also affect lipid bilayer 
properties, especially the non-selective β-blockers such as alprenolol, oxprenolol and 
propranolol. This mechanism of action is known as the non-specific membrane effect; it 
results in anesthetic [136] and cardioprotective effects [137]. Non-selective β-blockers were 
reported to fluidize 1,2-dipalmitoylphosphatidylcholine (DPPC) lipid bilayer membranes [138], 
whereas they significantly rigidified liposomes made of 1-palmitoyl,2-oleoyl-sn-glycero-3-
phosphocholine (POPC) [139]. MD simulations were recently carried out to describe the 
interactions between propranolol and POPC bilayer. Propranolol was shown to specifically 
bind the carbonyl and phosphate groups, resulting in an increase and decrease of packing in 
the polar head group and the lipid tail regions, respectively [139]. This result agrees with the 
modification of lateral pressure observed for LAs, and may explain the anesthetic effects of 
β-blockers. However, to confirm this mechanism a particular attention has to be paid to 
specificity of β-blockers and membrane composition. 

III.3.3. Non-steroidal anti-inflammatory drugs 

Non-steroidal anti-inflammatory drugs (NSAIDs) are widely used as inhibitors of 
cyclooxygenases (COX). The most common drugs in this family are ibuprofen, aspirin and 
naproxen. Several studies highlighted that the related gastro-intestinal toxicity could result 
from intercalation of NSAIDs in-between phospholipids and subsequent perturbations of the 
bilayer structure [140], including membrane thinning and fluidizing effects [141–143]. 
Interaction between NSAIDs and lipid bilayers is mainly driven by the fact that they all bear a 
carboxylic acid moiety that can be deprotonated at relatively low pH values (e.g., pKa values 
of ibuprofen, aspirin and naproxen are 4.5-5.2, 3.5 and 4.2, respectively). It means that at 
physiological pH, the negatively charged forms predominate and can locate just below the 
polar head groups of lipid bilayers (regions 2 to 3), as seen theoretically and experimentally 
[142,144]. When MD simulations are carried out on the neutral form, NSAIDs are predicted to 
be much deeper in bilayers, lying between lipid chains close to the middle of membrane 
(regions 4-5) [142,143,145,146]. Membrane alteration may increase membrane permeability 
to H+, which may participate in rationalizing gastro-intestinal toxicity [141]. 

III.3.4. Antioxidants 

Antioxidants have been extensively studied for their beneficial effects on human health, 
despite the fact that from a medical viewpoint, only a few applications exist, e.g., usage in 
organ conservation [147,148]. Among other processes, antioxidants are capable of inhibiting 
lipid peroxidation, which requires location sufficiently deep inside lipid bilayer membranes, 
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where oxidation occurs (propagation and termination stages). Several MD-based studies 
have rationalized the insertion of polyphenol antioxidants in lipid bilayers, with a preferred 
location in contact with the polar head group region (region 3), in agreement with 
experimental studies [149–152]. Structure-property relationships were thoroughly
established, showing, e.g., the role of OH groups at orienting the molecules towards 
membrane surface [153–156]. Methylation or hydrophobic moieties drive antioxidants deeper 
in membranes, increasing lipid peroxidation inhibition, as clearly confirmed theoretically for α-
tocopherol (having one phenolic OH group, adjacent methyl groups and a long lipid tail) that 
penetrates deeper into lipid bilayers (regions 3-5) than most of polyphenols [157]. 
Additionally, it is capable of 'flip-flop' from one to the other leaflet, increasing contact with lipid 
chains [157]. Ascorbic acid (or vitamin C) is also a very common antioxidant that partitions 
outside lipid bilayer, in contact with the water phase (region 2) [157]. Membrane complexity 
can also be taken into consideration, e.g., the depth of penetration for α-tocopherol in bilayer 
strongly depends on lipid composition [158–160]. Also synergy effects between antioxidants 
were shown, by MD simulations [157], to occur inside lipid bilayer due to the formation of 
noncovalent complexes(Figure 17), which may increase their total antioxidant activity 
[161,162]. 

 

Figure 17: Location of α -tocopherol, ascorbic acid and a prototypical polyphenol (quercetin) in a 
DOPC lipid bilayer. 

III.3.5. Antiviral drugs 

Adamantane derivatives such as amantadine, rimantadine and memantine are antiviral drugs 
widely used against influenza A. They are suggested to block the so-called M2 ion channel 
[163]. This process is partially attributed to the interactions of these drugs with the lipid 
bilayer surrounding the channel. MD simulations showed that both the protonated and 
deprotonated forms of adamantane derivatives preferentially locate in lipid bilayers, in 
contact with the polar head groups (region 3) [164,165]. MD simulations showed that at such 
a location, these antiviral compounds disrupt the intramolecular interactions between choline 
and carbonyl groups in lipids, subsequently distorting significantly their conformations. 

The photoactivated antiviral activities of hypericin and its brominated derivatives were shown 
to dramatically affect membrane cell by causing lipid peroxidation [166,167]. MD simulations 
were carried out for hypericin, mono- and tetra-brominated hypericin, showing a preferred 
location close to the polar head group region at the lipid/water interface (region 2) in a pure 
DPPC bilayer [167]. Such location was favored by the existence of several hydrogen bonds 
between the drugs and water molecules. The depth of penetration increased with the level of 
bromination of hypericin. Higher concentration of cholesterol also drove the drugs slightly 
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deeper in the bilayer, suggesting a better capacity to cross membranes [166]. At high 
concentrations, hypericin molecules could also self-assemble to form strong noncovalent 
aggregates in both the water phase and the bilayer [166].  

MD simulations showed that the oleuropein aglycone antiviral agent (from virgin olive oil) 
preferentially locates in the hydrophobic core of different lipid bilayers, i.e., POPC/ 
cholesterol and POPC/POPG/cholesterol [168]. This compound located deeper in the latter 
model due to stronger effects of the negatively charged lipids on the order parameters 
compared to zwitterionic ones. This antiviral agent affected the thickness of the bilayers as 
well as locations of phosphate atoms in the membrane, mainly for POPG-containing 
membranes.  

III.3.6. Antimicrobial peptides 

Due to their structural properties (amino acid composition, amphiphilic properties, cationic 
charges and small size) antimicrobial peptides (AMPs) are ideal candidates to penetrate or 
cross cell membranes of microbes, either to affect them or to reach intracellular targets, 
respectively [169]. There are several mechanisms for AMPs to kill cells and four of which 
involve membrane interactions: i) disruption of the bacterial membrane structure; ii) pore 
formation; iii) membrane thinning; iv) translocation of the peptide across membrane; v) 
receptor inhibition; and vi) inhibition of nucleic acid synthesis [169–172]. MD simulations 
showed a high ability to picture what can be considered here as the first step of the 
mechanism for AMP antimicrobial action, namely the binding mode with membrane. Various 
AMPs (CM15, cyclo(RRWWRF), piscidins, β-hairpin tachyplesins, bacteriocins such as 
plantaricin EF) were indeed theoretically confirmed to efficiently insert in lipid bilayers [172–
177]. The role of hydrophobic effects, H-bonding and electrostatic interactions rationalize the 
peptide positioning. Due to the molecular weight of these peptide drugs, the physical 
chemical properties of membranes are much influenced, including fluidity, order parameter 
and Gibbs energy barrier of water penetration. Atomistic models revealed conformational 
flexibility of AMPs in lipid bilayers [173] but also the formation of aggregates that may 
influence lateral diffusion and membrane integrity [172,174,177]. 

III.4. Drug entrance into cytoplasmic media 

III.4.1. Drug passive diffusion and permeation 

Even though pores, vesicle formation or protein transporters may control influx, in particular 
for charge species or essential elements such as sugars and amino acids, unassisted 
(spontaneous) passive permeation through the lipid bilayers is the major drug influx process. 
Permeation could in principle be observed with fully sampled free MD simulations. As far as 
sufficient sampling is reached, free (unbiased) MD simulations allow prediction of 
permeability in terms of simple models, according to number of crossing events. Crossing 
events and permeability through both pores and lipid bilayers were thereby predicted [178]. 
To improve statistics, these authors have counted the semipermeation events (crossing over 
one membrane leaflet). However, most of drugs passively permeate within at least several 
milliseconds [179], while the time scale that is accessible by unbiased MD simulation with 
nowadays-regular computational power is somewhat not more than several microseconds. It 
means that, for most of drugs, permeation is a rare event within the microsecond-time-scale, 
as reached by MD simulations. CG calculations allow accessing longer simulation time scale, 
as well as biased MD simulations (e.g., z-constrained, Umbrella-sampling or metadynamics) 
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that somehow "force" membrane-crossing events. The accurate computation of all aspects of 
passive permeation turned out to be a theoretical challenge [180], in which all-dynamical 
aspects of local solute-environment interactions have to be thoroughly described. 

The "homogeneous solubility-diffusion" model can partially depict permeation. Here the 
process is decomposed into three stages, namely dissolution into the lipid bilayer, diffusion 
through membrane interior, and dissolution back to the surrounding environment (water) 
[181]. To make the description more realistic, the "inhomogeneous solubility-diffusion" model 
account for inhomogeneity (defects) in the membrane interior. Ideally any defect (even rare) 
should be taken into consideration, e.g., transient pores favoring drug permeation. These 
formalisms are likely to provide a picture of the dominant mechanism for passive permeation 
through biological membranes. An elegant alternative approach, borrowed from polymer 
science, is to consider hopping transport via free volumes. This approach highlights the 
importance of evaluating all free volumes in membranes, a task for which MD is ideally 
suited. This is particularly relevant to rationalize permeation of small molecules. 

The evaluation of permeability coefficients should consider the Gibbs energy barriers 
required to cross the different sections of the lipid bilayer   ( ) profile along the z-axis 
(perpendicular to membrane surface), as well as the local diffusion coefficients  ( ). The 
global permeation then combines both   ( ) and  ( ) expressions within a single 
expression of the local resistance to membrane crossing:   ∫  ( )    

   ∫    [  ( )   ] ( )     
          

where   is the predicted membrane permeability coefficient;    is the concentration 
difference between    and   ; and   is the flux of solute from    to   , i.e., through membrane.  

The Gibbs energy profile provides the   ( ) values(Scheme 2). Although it is inaccessible to 
the experimental techniques in an atomistic detail, several theoretical methods are available. 
Gibbs energy profile is alternatively called potential of mean force (PMF), as the main 
objective is to calculate the energetic cost required by the drug to follow its way through the 
membrane. Some methods indeed evaluate the average force exerted on a drug to be 
constrained at a given depth, specifically z-constraint method.  

Concerning the diffusion coefficients  ( ), it is highly dependent on drug location and it 
strongly changes through membrane crossing. Again, if correctly employed, (biased or 
unbiased) MD simulations are the way, how to depict the local effects driving  ( ). During 
the z-constraint simulations, the forces applied to drug are monitored. The force 
autocorrelation function then allows calculation of the friction coefficient  (   ), obtained from 
the difference   (   ) between the instantaneous force and the averaged force acting on the 
drug:  (   )  〈  (   )    (     )〉   

The local diffusion coefficient is then given by:  ( )      (  ) ∫〈  (   )    (     )〉   
The atomic-level simulations intrinsically account for all intermolecular interactions, as far as 
sufficient sampling is reached. 
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The permeation of eight small organic compounds with various polarities (acetamide, acetic 
acid, benzene, ethane, methanol, methyl acetate, methylamine, and water) was evaluated 
using the equations above and MD simulations [181,182]. The Gibbs energy profiles 
confirmed high-energy barriers in the middle of the membrane for polar (hydrophilic)
compounds, whereas more apolar (hydrophobic) compounds showed barrier only in the polar 
head group region (Figure 18A).  

 

 
Figure 18: Predicted (A) Gibbs energy profiles and (B) diffusion coefficients of eight derivatives. 

Adapted from [182]. 

The same trend was confirmed for resistance to permeation. The diffusion coefficient was 
shown to be sensitive to membrane crossing, namely: i) decreasing in the polar head group 
region; ii) being uniform in between lipid chains; and iii) increasing when reaching the middle 
of the membrane as a result of the presence of free space (Figure 18B). Interestingly, 
diffusion coefficients turned out to be somewhat isotropic, as seen when comparing the 
predicted lateral and normal (z-axis) diffusion coefficients of water molecules in a DPPC 
bilayer [181]; this isotropy should however be considered with care for larger molecular-
weight systems. Although the general trend for the predicted permeabilities was correct, their 
predicted values were roughly higher by 1 order of magnitude with respect to experimental 
values [181,182]. 

A 

B 
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Biased MD simulations were also used to predict passive permeability of various drugs [183], 
e.g., a nifedipine analogue (an early attempt performed by a 4-ns MD simulation in DMPC 
bilayer) [184]; valproic acid [185]; ß-blockers [186]; psoralen derivatives [187]; hypericin 
[188]. It must be stressed that to reach similar estimations from both theoretical simulations 
and experimental measurements is still a delicate issue, even more complex because 
different systems and different conditions are often used. However, relative permeability 
seems to be fairly predicted, which is particularly useful when dealing with families of drugs 
obtained from a lead compound [183,189].  

More recently, a multiscale approach was proposed, in which compatible (mainly in terms of 
electrostatics) CG and atomic-level force fields were used on a 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC) lipid bilayer model [190]. Here the same list of eight organic solutes 
as used in Ref. [191] was considered. Within inhomogeneous solubility-diffusion formalism, 
the permeability values were within two orders of magnitude from the experimental values. 
However, this approach has appeared particularly promising as it allows working on larger 
membranes (thus minimizing artifacts induced by the boundary conditions), while at the 
same time ensuring better sampling. With this approach, the diffusion coefficients in the 
middle of the bilayer were higher than in the water phase, contrary to what was obtained with 
the standard atomic-level MD simulations [191]. However this can be an inherent artifact of 
CG simulations, as in this case a CG bead is represented by four water molecules. The 
transmembrane permeations of two steroid hormones (progesterone and testosterone) were 
evaluated using the same methodology [192]. The proposed limiting step for membrane 
crossing was that related to the highest Gibbs energy barrier required to cross the 
membrane, the transversal diffusion coefficient being roughly constant along the bilayer. The 
estimated lateral coefficients were lower than those along the normal z-axis. This study also 
highlighted the contribution of other membrane perturbation occurring during drug crossing, 
in particular intrusion of water molecules rather deep in the bilayer, in interaction with the 
drug. Regarding the size of the two steroid hormones, a particular attention was also paid to 
orientational effects.  

Along this line, a recent work evaluated permeability coefficients using bias-exchange 
metadynamics [193]. To ensure better sampling of the whole hypersurface (including 
conformational and orientational variability of the drug), four collective variables were 
considered to benchmark the permeation of ethanol through a POPC bilayer. Among these 
variables was the position of the center of mass of ethanol along the z-axis, but also 
distances between specific moieties of both molecules. A permeability coefficient of 6 × 10-2 
cm/s was obtained in a reasonable concord with performed unbiased MD simulations using 
60 ethanol molecules in a POPC bilayer made of 128 lipids, corresponding to 8 permeation 
events, i.e., a mean permeation time estimation of 2.3 ± 1.1 µs [193]. 

III.4.2. Facilitated diffusion mediated by membrane transport protein 

An alternative way for drugs to influx is by facilitated diffusion, which is mediated by a 
superfamily of membrane transport proteins named solute carrier (SLC) [194,195]. This influx 
is a secondary active transport, which means that it only uses the energy stored in 
electrochemical gradients. More than 380 different SLC proteins, divided into 52 families, 
have been annotated in the human genome [196–201]. Most of the SLC transporters can be 
grouped into two large structural folds in membrane transporters, namely major facilitator 
superfamily (MFS) and neurotransmitter:sodium symporter (NSS) or LeuT-like fold [199]. 
Here a particular attention is paid to the MFS superfamily since only those influx transporters 
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are described as being of "emerging clinical importance" in drug discovery [195] by the 
International Transporter Consortium [202].  

In silico studies on human MFS transporters are rather limited, mainly due to the absence of 
X-ray crystallographic structures. However, homologous models (mostly bacterial) have 
provided substantial insights in SLC transporter functions [200,203–205]. It is important to 
note that the surrounding membrane is not necessarily involved directly in the large-scale 
events; however, it naturally restrains protein movements to some extents. The use of 
protein models embedded in lipid bilayers is thus mandatory to simulate the transport cycle. 
In this section, we will only focus on in silico studies in which the membrane is explicitly 
included. 

MFS transporters all adopt similar secondary structure consisting of twelve transmembrane 
helices (TM) organized into two N-terminal (TM1-TM6) and C-terminal domain (TM7-TM12) 
substructures (Figure 19A). The X-ray crystallographic structures supported by 
computational studies described two main conformations, namely inward- or outward-facing 
(IF and OF, respectively, see Figure 19B). The drug/substrate transport across the 
membrane is thus driven by large-scale conformation changes from one to the other state, 
following a "clamp-and-switch" model of function [206]. This suggests the existence of 
intermediate occluded conformations in IF- and/or OF-states, later confirmed by the X-ray 
structure of the Xylose:H+ symporter (XylE) [207,208]. Such mechanical pathway was also 
suggested by means of steered and targeted (biased)-MD simulations in several transporters 
(namely, xylose XylE [209], glucose2 GLUT1 [211] and lactose LacY [212–214] transporters). 
It is worth noting that the "clamp-and-switch" model is actually a recent enhancement of the 
"rocker-switch" model [206]. Particular attention should be paid to a recent computational 
study on the glycerol-3-phosphate:phosphate transporter (GlpT) [215]. Although this 
transporter drives efflux, this study provides useful insights in the deep understanding of 
influx since all MFS transporters are very likely to share the "clamp-and-switch" mechanical 
pathway. The complete potential energy surface of the transport process was elucidated 
using a MD iterative protocol including biased-MD simulations and string method with swarm 
of trajectories.  

The complete Gibbs energy landscape of transport cycle was then calculated with and 
without substrate underlining the "catalytic" role of the substrate. The existence of occluded-
IF and -OF states was also confirmed to be thermodynamically stable states if and only if the 
substrate is bound to the transporter. This should explain why occluded states are so 
challenging to observe experimentally, since the substrate is not always present in crystal 
structures. Furthermore, details about the role of specific TMs along the transport cycle were 
investigated to correlate local and global conformational changes. The role of TM1 and TM7 
to the periplasmic gating process was stressed as observed in GLUT1 influx transporter 
[211], whereas TM4, TM5, TM10 and TM11 were shown to be involved in the cytoplasmic 
gating. Such observations have strengthened the hypothesis of the asymmetrical global 
conformational changes along the transport cycle of MFS. 

Joint experimental and computational studies are likely to elucidate more local events. For 
example in H+-cotransporters (e.g., LacY and XylE), the H+-conduction (electrochemical 
gradient) from the periplasmic to cytoplasmic side is shown to provide the energy required to 

                                                
2 It must be stressed that this model was built by homology modeling using XylE as reference [209]. 
The theoretical results agreed with the recently crystallized human GLUT1 in the IF-state [210]. 
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the transport cycle. Such conduction along amino acid side chains (mainly Glu, Asp and His) 
proceeds by proton transfer reactions that locally change charge states of protonatable 
residues, leading to salt-bridge breaking/formation that trigger the IF-to-OF transition 
[209,213,214,216,217].

 

Figure 19: (A) X-ray structure of Glucose transporter type 3 (PDB-ID: 4ZW9 - GLUT3 [218], a detailed 
structural description is also available in Ref. [206]). (B) Examples of the several conformations 

detailed in the ―clamp-and-switch‖ model from X-ray structures. Occluded-OF and occluded/open-IF 
structures were taken from X-ray structures of XylE transporters (PDB-ID: 4GBY [208], 4JA3 [207] and 

4JA4 [207], respectively); open-OF structure was taken from the GLUT3 transporter. N- and C-
terminal domains are depicted in yellow and green, respectively. 

  Although MFS transport cycles have been extensively investigated theoretically, only a few 
studies have tackled the direct influence of the surrounding membrane. Yet, studying lipid-
protein supramolecular assemblies [214,219] as well as considering membrane composition 
[214] have repeatedly been suggested to be of crucial importance. Another currently missing 
aspect is the direct study of human transporters of clinical interest. Only three human MFS 
transporter structures have been elucidated so far [210,220]. To the best of our knowledge, 
either homolog (e.g., with PEPT-1/2, see [221]) or homology-modeling-made (e.g., with 
PEPT-1 and OAT1, see Refs. [222,223]) transporters were used so far. Interestingly, the 
dynamic of the overall mechanism of PEPT-1 was found to be very close to that of LacY 
although they belong to two different distant SLC families. This supports the hypothesis that 
MFS transporters exhibit large-scale conformational transitions during transport cycle 
regardless substrates. MFS transporters mainly differ in local binding events that govern their 
substrate selectivity [221]. 
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III.5. Membrane proteins for biotransformations 

Drug-membrane interactions can be altered via biotransformation processes. Usually we 
distinguish two phases (I and II) of biotransformation of drugs [224]. In both phases, 
membrane-bound proteins are involved, e.g., cytochrome P450 (CYP) in phase I, uridine 5'-
diphospho-glucuronosyltransferase (UGT) in phase II, or multidrug-resistance proteins later 
in excretion.  

Phase I biotransformation of majority of drugs, is executed by CYP enzymes [225]. CYP 
enzymes are found in a majority of living organisms [226], but while bacterial CYPs are 
soluble enzymes, eukaryotic ones are attached to the membrane of either endoplasmic 
reticulum or mitochondria, and to the a much lower extent in the Golgi apparatus, 
peroxisomes or plasma membranes [227]. The sequence length of mammalian CYPs is 
around 500 amino acids including a ~20-25 amino acid long N-terminal transmembrane helix 
attached to a catalytic domain encompassing heme prosthetic group. 

The important role of membrane topology in action of mammalian CYP was shown first by 
molecular simulations connecting together fragmental pieces of experimental evidences. The 
first atomistic membrane models of human CYP2C9 anchored to phosphatidylcholine 
bilayers [146,228] were constructed using homology modeling of the human CYP2C9 
sequence over available crystal structures of catalytic domain [229,230] with added N-
terminal helix. Those preliminary models were then positioned in different orientations into a 
lipid bilayer model; the whole molecular assembly was further equilibrated with 100 ns+ long 
MD simulations. Equilibrated consensus orientation showed that not only transmembrane N-
terminal helix but also F/G loop of the catalytic domain was immersed into the membrane as 
it was confirmed by experimental evidence from epitope labeling, tryptophan fluorescence 
scanning and others [231–233]. CYP membrane orientation was later supported by 
additional MD simulations of other CYP family members [234–239], and recent experiments 
[240–242], including whole Saccharomyces cerevisiae CYP51 structures [241]. Importantly, 
CYP positioning and orientation allow drugs to pass from the membrane into the active site 
of CYP via a membrane-facing active site access channel, whereas more polar drugs and 
metabolites can access to, or egress, the active site via the cytosol-facing channel (Figure 
20), which was recently supported by evaluation of the free energy of passage of metabolite 
from the active site by several channels with metadynamics MD simulations [243]. The role 
of membrane on function of P450 enzyme in drug biotransformation was recently overviewed 
by Backes et al [244]. 

Metabolites from CYP biotransformations are usually more polar than the parent substrates. 
A statistical analysis carried out over the phase I metabolites showed that CYP products of 
hydroxylation and dealkylation reactions prevail. As a result, phase I products tend to have 
lower average molecular weight by 20−25 Da and tend to reduce lipophilicity; only a minority 
of metabolites (4 – 8%) being more lipophilic than their parents due to some dealkylation 
reactions [252]. It was indeed shown by theoretical calculations that those metabolites are 
not as deeply immersed in lipid bilayer as their parent compounds. Moreover, affinity of 
metabolites towards lipid bilayer is lower whereas the barriers for passive membrane 
crossing are higher than for substrates [234,253]. 

 



 

Tahani OSSMAN | Thèse de doctorat | Université de Limoges  61 
 

 

Figure 20: Scheme of biotransformation of ibuprofen with membrane-bound CYP2C9 and UGT2B7 
enzymes. Ibuprofen is transformed by cytochromes P450 (CYP2C9, CYP2C8, CYP2C19, CYP3A4) or 

UDP-glucuronosyltransferases (UGT2B7, UGT2B4, UGT1A1, UGT1A3, UGT1A9) [245] to 
hydroxyibuprofens or ibuprofen-glucuronides, respectively. CYP2C9 model was modelled in DOPC 

membrane according to Berka et al. [146]. UGT2B7 was modeled according to Laakonen et al. [246] 
from UGT2B7 CTD domain [247] using I-TASSER server [248] and Modeller 9.14 software [249]. 
Membrane topology and proposed dimeric organization of UGT2B7 are depicted as an arbitrary 
illustration of known experimental data from [250]. Also the transfer route of glucuronidation of 
hydroxyibuprofens is unknown. Ibuprofen biotransformation pathway was taken from Drugbank 

(www.drugbank.ca) [251]. CYP structure was modelled according to Ref. [146]. 

The most important enzymes catalyzing phase II reactions are UGTs, glutathione S-
transferases (GSTs), N-acetyltransferases (NATs), and sulfotransferases (SULTs)[254]. Of 
those, the major drug metabolizing enzymes are from UGT1 and UGT2 subfamilies. UGT 
enzymes transfer a glucuronic acid to the drug forming a glycosidic bond [255,256]. The 
complete human UGT crystal structure is not available, but the crystal structure of the 
UGT2B7 C-terminal domain was published [247]. This structure together with templates for 
the missing N-terminal domain from various sources (plant UGT enzymes, bacterial 
glycosyltransferases and macrolide transferases) have served for construction of several 
atomistic UGT models [246,254,257–259]. Albeit none of the models was built as cast in a 
membrane, they were used to identify the effects of amino acids in UGT1A1, whose 
mutations are known to play a role in the Crigler-Najjar type I or II syndromes or the Gilbert 
syndrome [246], or to assess substrate specificity between UGT1A9 and UGT1A10 [258]. 
The full atomistic membrane model of UGTs is however still missing.  

Statistical analysis over the phase II metabolites showed rather systematic modifications of 
the physicochemical properties of biotransformed drugs and drug-like molecules. Conversely 
to phase I reactions, phase II conjugation reactions lead to a substantial gain in molecular 
weight (145 amu on average). Furthermore, phase II reactions lower logP values of drugs by 
1.4 log units on average [252]. This agrees with previous analysis of membrane positioning 
of quercetin metabolites by means of MD simulations [260]. The conjugated substituent 
groups pulled quercetin moiety toward membrane surface. Overall, biotransformation 
reactions usually weaken drug-membrane interactions, leading to the excretion of drug in a 
final phase. 
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III.6. Efflux transport toward drug resistance 

Drug extrusion (efflux) mainly occurs through membrane protein transporters. To the best of 
our knowledge, human efflux transporters are from the SLC and ATP-binding cassette (ABC) 
families. 

MFS are a major class of SLC transporters in drug disposition. As said above (Section 4.2) 
they work following the "clamp-and-switch" mechanism that is actually not a unidirectional 
process; it means that this process can drive both influx (see Section 4.2) or efflux (e.g., 
GlpT transporter [215,261–263]). MD simulations may however support some discriminations 
between both processes, e.g., highlighting asymmetry in the influx or efflux substrate binding 
cavity that is likely to modulate drug transport specificity [264].3 A particular attention should 
also be paid to the MATE (multi-antimicrobial extrusion protein) transporter, which represents 
the only efflux SLC-type transporters considered of emerging clinical importance by the 
International Transporter Consortium [195]. Although a few theoretical investigations have 
been achieved [265], they can hardly be transposed to the human homolog functions (MATE-
1 and MATE-K). This is complicated by the fact that no X-ray crystallographic structure is 
available for these human transporters so far. The rest of this section will review the 
computational efforts made to rationalize the main efflux process, namely through the ABC 
transporters. 

Human ABC transporters are active exporters [266–268] that share a common architecture 
including two transmembrane domains (TMDs) and two cytoplasmic nucleotide-binding 
domains (NBDs, see Figure 21A). TMDs are mainly responsible for binding of drugs and their 
release into the periplasmic (extracellular) compartment. NBDs bind ATP molecules and 
catalyze their hydrolysis. As observed for MFS transporters (Section 4.2), ABC-transporters 
were also crystallized in both their IF and OF-states. 

The IF-to-OF transition is the actual drug efflux mechanism; it has also been theoretically 
studied to reach a comprehensive atomic-scale understanding. NBDs have been suggested 
to be more than a simple energy provider (ATP hydrolysis). Starting from IF-conformation, 
the two NBDs proceed to a rigid body motion that keeps the TMDs‘ alignment [271]. This 
leads to the NBD-NBD noncovalent dimerization [203,272], which was predicted to trigger 
the further large-scale conformational changes [273]. The computational picture of the NBD-
NBD supramolecular assembly shows the major role of dispersive and electrostatic 
interactions [274,275]. The further steps lead to OF-state, which are still a computational 
challenge due to coupling to the ATP-hydrolysis reaction. This would ideally require highly 
demanding computational effort, e.g., hybrid QM/MM calculations to accurately describe 
kinetics of ATP-hydrolysis. Another approach (MD-based only) to describe the impact of 
ATP-hydrolysis is to simulate a two-step mechanism: (i) ATP binding; then (ii) replace ATP 
by ADP and prolong the simulation [276,277]. Nevertheless, the complete supramolecular 
movement of both the protein and the membrane has not been described yet. 

A relevant example of the computational contribution to the understanding of overall large-
scale OF-to-IF transitions has recently been achieved on a bacterial ABC lipid flippase model 
(Msba) by biased-MD simulations [270,278]. In this very case (i.e., OF-to-IF transition), no 
ATP hydrolysis is required, making the use of MD simulations particularly adapted as only 

                                                
3 It must be stressed that drug-protein binding affinities can be assessed by Molecular Mechanics / 
Poisson-Boltzmann or Generalized Born Surface Area (MM/PBSA or MM/GBSA); however these 
methods are not described here as drug-protein binding is out of the scope of this review. 
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conformational changes have to be figured out. A plausible sequential pathway has been 

proposed: i) increase of the inter- NBD-NBD distance; ii) TMD β-opening; iii) NBD -twisting; 

and iv) TMD α-opening (see Figure 21B, for definition of α βangles). The key role of 
NBDs was thus pointed out since their dissociation was predicted to trigger the OF-to-IF 
transition. Also the third step (NBD -twisting), so-called the "doorknob" model, requires a 
careful description. It increases electrostatic repulsive interactions at the NBD-NBD interface 
leading to the NBD dissociation by opening TMD (α-opening), required to reach the IF-state 
[270].  

   

Figure 21: (A) X-ray structure of a ABC-transporter (PDB-ID: 3G5U, P-glycoprotein [269]). TMDs and 
NBDs are depicted in bluish and greenish colors, respectively. (B) Proposed sequential OF-to-IF 

pathway of the MsbA transporter (reproduced from [270] ©2013 by National Academy of Sciences). 

MD simulations have also described some other key features of ABC-transporters. The high 
flexibility of the TMD within the IF-state has been suggested to allow drug inclusion into the 
transporter binding site directly from the inner membrane [279]. The MD framework is also 
currently the only tool capable of describing the role of atomic lipid-protein interactions as 
also shown for SLC transporters. Even though much work remains to be done, lipids have 
been shown to allow the reorientation of aromatic side chains and stabilize the protein in the 
membrane [279–281]. 

III.7. Membrane composition 

The composition of cells and organelles‘ membranes is much more complex than simple 
bilayers made of a single phospholipid type; its composition and the related structure are 
pharmacologically crucial. It has been shown both experimentally [282] and theoretically 
[188,283,284] that the composition and especially lipid phase significantly affect drug 
membrane permeability or partitioning. The permeability through a fluid membrane is 
significantly higher than the permeability through an ordered membrane [282]. MD 
simulations can provide a correct description of the lipid bilayer phases, reproducing the 
phase transition temperature (Tm) [20,22], as well as order parameters obtained by NMR 
static splitting quadrupole [285]. Further, the lipid membrane composition was shown to 
affect the activity [286] or the orientation [287] of the membrane proteins.  
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Cholesterol is a particularly determinant ingredient; in animal cells it represents up to 20-50% 
of the bilayer and may control e.g., fluidity, rigidity. Theoretical chemistry studies have 
extensively investigated its role. MD simulations enable some general conclusions to be 
drawn, i.e., cholesterol addition: i) increases both thickness and rigidity of bilayers and 
decreases fluctuations [20,288,289]; ii) modify lateral packing [289,290]; iii) increases the 
order of initially disordered phase, whereas it is known to decrease order of ordered phases 
[291,292]; iv) decreases area per lipid [290,293]; v) drives, together with temperature, the 
formation of the liquid ordered (Lo) phase [290]; vi) induces phase separation [20] and the 
formation of (nano)-domains of lipids [21], also as suggested by lateral pressure 
heterogeneities [288,289]. It is unclear whether cholesterol is homogeneously distributed in 
the membranes, but it partitions better in between saturated lipids because the double bond 
precludes tight packing due to curved shape of lipids. There is no influence of cholesterol in 
the middle of the membrane. The lateral organization of cholesterol molecules is driven by 
repulsive interactions between them, which are of entropic origin mainly (as enthalpy 
decreases when packing increases) [294]. Packing that is related to free volumes and van 
der Waals contact can elegantly and efficiently be described by Vtail [283], i.e., the potential 
interaction energy between the lipid atoms in the lipid tail region (Lennard-Jones and short-
range Coulomb potentials between all pairs of atoms). In the presence of cholesterol, Vtail 
decreases, thus increasing van der Waals contacts and packing [283].  

Cholesterol is usually described to reduce the permeability. However, a thorough 
understanding at the atomic-level has appeared crucial. When cholesterol concentration 
increases, the energetic barriers increase in the lipid tail region [283], due to an increase in 
van der Waals contacts between lipid tails and cholesterol molecules. In other words, inside 
the bilayer, cholesterol increases packing, so it decreases both the amount of free volumes 
and area per lipid. It means that those van der Waals contacts must be broken to enable 
penetration of a given drug, which leads to a permeability decrease in this region [294,295]; 
the effect is even stronger for large solutes. Conversely, in the head group region, 
cholesterol addition increases distances between polar head groups, thus facilitating deeper 
insertion (increase permeation). These opposite effects of cholesterol in the different regions 
of the bilayer (bell-shape of the permeability-dependence according to the region of the 
bilayer) make that cholesterol influence depends on drug polarity, i.e., it may facilitate 
permeation for compounds for which the barrier is localized in the head group region [295]. In 
other words, cholesterol addition induces: i) permeability decrease for polar compounds; and 
conversely ii) permeability increase for hydrophobic compounds. The size of the head group 
is also important (i.e., permeability is more sensitive to cholesterol addition to lipid bilayers 
with small head groups) [283].  

Small molecules and drugs are also known to affect membrane lateral organization, thus 
reshaping membrane domains. Even though no general trend based on chemical-physical 
properties has been elucidated so far, it has been recently shown in DPPC / dilinoeyl-
phosphatidylcholine (DLiPC) / cholesterol membrane with simple hydrophobic compounds 
that: i) aromaticity of compounds significantly affects membrane organization and cholesterol 
repartition; and ii) remodeling depend neither on size nor on cyclic nature of compounds 
[296]. Such observations agree with the crucial role of van der Waals interactions on the 
shape of membrane domains.  

 Sphingolipids (including sphingomyelin) are also important ingredients of lipid bilayers. 
Sphingomyelin/cholesterol mixtures appeared to be more packed than DOPC/cholesterol 
[289]. In ternary lipid mixtures (DPPC/DLPC/cholesterol) containing saturated and 
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polyunsaturated lipids, the coexistence of Lo/Ld phases was observed below Tm [293]. As 
expected, Lo and Ld domains were composed of saturated lipids / cholesterol and 
unsaturated lipids, respectively. In this case, cholesterol appeared to drive the lateral 
separation of the lipid phase domains [293]. Inhomogeneity in Lo regions was theoretically 
confirmed in other lipid ternary mixtures, in which the sub-structures were composed of 
saturated lipid chains, oriented parallel to the lipid bilayer normal with locally hexagonal order 
[297]. Saturated acyl chain indeed showed more ordering and less flexibility with respect to 
unsaturated chains [298]. 

To access larger systems and longer time scales, biased-MD and CG simulations can be 
used, in particular to better rationalize phase separation and coexistence of Lo/Ld but also 
gel/Lo or phases. By doing so, a micro-emulsion-type state (formed with nanometer-sized Lo 
domains in an Ld environment) was shown to be probable [299]. Domains could be stabilized 
by the mismatch of curvatures between both Lo and Ld phase monolayers, generating elastic 
tensions that decrease the line tension between the two phases. In CG simulations, 
symmetric leaflets of ternary mixtures exhibited Lo/Ld phase separation [300]. The inter-leaflet 
association of nano-domains was investigated by CG simulations, and key intermolecular 
interactions were identified [184,186,191,192]. In order to model realistic membranes, 
symmetric and asymmetric bilayer models were constructed using CG simulations. These 
models consisted of seven different lipids including GM3 glycolipids in the outer leaflet and 
an anionic lipid (PIP2) in the inner leaflet [302]. In the outer leaflet, GM3 glycolipids were 
strongly arranged together, leading to order clustering and nano-domain formation. The 
lateral distribution of lipids in the inner leaflet appeared more random with small domains 
composed of PIP2. A slow (lateral) diffusion was observed for most lipids, especially for 
GM3, together with flip-flops of cholesterol. A study of the glycosphingolipid GM1 and the 
palmitoyl sphingomyelin PSM in ternary and quaternary lipid bilayers also showed 
spontaneous phase separation (Figure 22) [303]. Umbrella sampling simulations and CG 
simulations also predicted that cholesterol flip-flop was faster in polyunsaturated than in 
saturated bilayers [304]. Lipid composition and the degree of unsaturation of the lipids indeed 
modified local membrane curvature [305,306]. Finally, salt concentrations (NaCl) and water 
showed a significant impact on dynamic and structural properties of binary mixtures and 
stabilization of nano-domains [302,307].  
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Figure 22: Formation of nano-domains in (A) ternary and (B) quaternary mixtures. GM1, POPC, PSM 
and cholesterol are represented in red, grey, green and yellow, respectively. Adapted from [303]. 

III.8. Conclusion 

In conclusion, standard atomic-level, biased and CG-MD simulations are sets of theoretical 
tools that are now capable of predicting drug passages through (increasingly realistic) 
biological membranes. The recent developments and achievements have paved the way 
towards in silico pharmacology. Although, benchmarking and comparison to experiments are 
still mandatory to reach a predictive usage in real-life applications (i.e., to support clinical 
decisions), this is no longer science fiction. The pharmacological processes are described in 
an increasingly realistic way. Moreover, atomic-level MD simulations are building a picture of 
insertion, interaction, crossing, inhomogeneities with an atomic resolution, which usually 
allows identification of forces driving the processes with a remarkable accuracy. The reader 
should bear in mind the computational resources required for the different simulations, which 
can be exemplified by providing estimation of computational time for a series of 
representative systems (Table 6). 

Still membrane organization vs. lipid composition has to be improved from the point of view 
of intermolecular interactions. Up to now, only CG simulation succeeded in visualizing phase 
separation or lipid segregation. However, the use of CG beads naturally overestimates some 
specific intermolecular interactions (e.g., between lipids, with solvent), most probably 
lowering some enthalpic contributions with respect to entropic contribution. In this context, 
joint CG and all-atom MD approaches has appeared promising. 
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 Lipid bilayer made of 128 POPC 
+ box of water 

Protein (ca. 65 kDa) embedded 
in lipid bilayer + box of water 

All-atom MD simulations 10 1
United-atom MD simulations 20 2
CG simulations 2000 200 

Table 6: Simulation time (in ns) for two representative molecular systems with three types of force field 
with regular computational facilities (8 CPUs) achievable within a day. 

Also, the atomic-scale description of large conformational changes is still a major challenge. 
This includes description of membrane curvature, which can be partially caught by CG 
simulations, which, e.g., can simulate the spontaneous endocytosis and provide crucial 
information of nanoparticle shape and size that enable an efficient wrapping by membrane 
[308–310]. Other large conformational changes in pharmacological processes are those 
occurring in membrane proteins, for which biased MD simulations are highly promising 
techniques. 
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Chapter IV. Molecule insertion 

IV.1. Preliminary theoretical insights on molecule insertion 

The affinity of drugs to biological membrane is crucial for numerous biological processes. 
The physical chemical driving forces of drug-membrane interactions is still not fully pictured 
for many drugs. A full characterization at the atomic level of these interactions should support 
understanding of the critical role of lipid membranes in pharmacology and toxicity. In the 
beginning of this chapter, we have focused on several drugs used in renal transplantation 
(antivirals, immunosuppressants and antibiotics), for which some key steps of drug delivery 
and release is still under debate (Figure 23). The passage through membranes is one of 
these non-elucidated processes. Unbiased MD simulations on a DOPC lipid bilayer model 
have predicted drug insertion. These drugs cover a broad range of properties e.g., various 
pKa, logP and molecular size. This study is a preliminary study which opens many questions 
to be tackled in Chapter V. 

 

Figure 23: Chemical structures of studied drugs. 

The behaviour of these drugs was evaluated by placing four molecules of each compound at 
different initial positions of membrane (inside & outside the bilayer), then unbiased 1µs-long 
MD simulations were performed according to the methodology described in section IV.3.2.1. 
For weak acids (e.g., mycophenolic acid, sulfamethoxazole) or weak bases (e.g., morphine) 
drugs, the charged forms were also studied, to evaluate pH effects on drug insertion.  

The drug distance along the z-axis (perpendicular to membrane surface described by the P-
atom layer) was followed with respect to membrane center. A sufficiently long sampling 



 

Tahani OSSMAN | Thèse de doctorat | Université de Limoges  69 
 

(made after 300ns when the favored location was converged) has enabled providing spatial 
distribution of drugs through bilayer. Analyses of the drug center of mass (COM) and COM of 
various characteristic groups (OH groups, COOH groups, CO groups, NH2 groups, phenyl 
groups…) were assessed. The angle between the z-axis and different vectors or planes was 
defined to describe drug orientation. The number of H-bonds was also analyzed.  

Due to their amphiphilic character, when starting in the water phase, most of tested drugs 
quickly insert bilayer, within 50 to 80 ns. The COM of the majority of studied drugs was 
located below membrane surface in the dry transition region between phosphate groups and 
acyl chains (1.5 < z < 2.0 nm), in interaction with the polar head group region (Table 7). 

 a Standard deviation 
 Table 7: Location, orientation of drugs studied. d is the average distance from the membrane center 

for COM or characteristic groups obtained via MD simulations (dMD). 

As expected, the hydrophobic groups (e.g., phenyl groups in case of triamterene and 
diazepam) orient towards the center of bilayer while polar groups (i.e., COOH, NH2, SO2, CO 
and OH groups) interact with the polar head group region (Figure 24). As a proof of MD 
convergence and sufficient sampling, when starting inside the lipid bilayer (center of bilayer), 
the drugs relax to the same location within less than 500 ns. 
 

Classes of 
compounds Compound dMD COM (nm)a logP α (˚) 

Immunos-
suppressants 

Cyclosporine 
1.6 ± 0.2 

0.6 ± 0.2 
4.12  

Tacrolimus 0.6 ± 0.3 3.19  

Mycophenolic acid 1.6 ± 0.3 2.8 150 ± 20 

Mycophenolate 1.8 ± 0.2 - 150 ± 20 

Antibiotics 

Valganciclovir 1.5 ± 0.3 -1.28 150 ± 13 

Ganciclovir 1.5 ± 0.3 -1. 65 150 ± 15 

Sulfamethoxazole 1.3 ± 0.1 0.89  

Sulfamethoxazolate 
2.3 ± 0.2 

1.8 ± 0.1 
-  

Diuretics 
Triamterene 1.2 ± 0.3 0.98  

Furosemide 1.5 ± 0.1 2.03  

Analgesic 
Morphine 1.3 ± 0.2 0.89  

N-protonated morphine 1.8 ± 0.2 -  

others 

Diazepam 1.2 ± 0.2 2.82 150 ± 20 

Prednisone 
2.4 ± 0.2 

1.5 ± 0.2 
1.46 150 ± 15 
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Figure 24: Characteristic snapshot of triamterene and diazepam at their preferred location in DOPC 
lipid bilayer. 

The charged forms i.e., deprotonated forms of sulfamethoxazolate and mycophenolate, and 
N-protonated form of morphine were shown to locate outside the bilayer at the lipid/water 
interface. For both charged states, a preferred location was observed in the dry transition 
region between phosphate groups and acyl chains, at ~1.8 nm from membrane center, in 
interaction with both the lipid polar head group and water molecules (Table 7 and Figure 25). 
For the anionic form (e.g., sulfamethoxazolate), a density peak was observed in the aqueous 
interface between water and choline groups, at ~2.3 nm from membrane center. 
The MD simulations have clearly showed that the depth of penetration and orientation of 
drugs in membranes are driven by the number and position of polar groups, which in turn 
drive the different contributions of noncovalent intermolecular interactions (electrostatic, H-
bonding and in a less extend van der Waals) between the polar groups of drug and lipids. 
The negative charge favors Coulomb (electrostatic) and H-bond interactions with choline 
moieties. The positive charge favors electrostatic interactions with phosphate groups.  
 

 

 

 

 

  

 

Figure 25:  A) Location of sulfamethoxazole and its anionic form, sulfamethoxazolate, in the lipid 
bilayer; and B) Location of morphine and its cationic form, N-protonated morphine, in the lipid bilayer. 

For all compounds containing a keto group, the distributions of the α-angle (defined between 
the C=O vector and the z-axis perpendicular to membrane surface) exhibit a maximum at 
around 150°, indicating a preferred orientation of the keto group towards the polar head 
groups, confirming importance of electrostatic interactions (Table 7). 

diazepam 
triamterene 

phenyl group 

A B 
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Interestingly, prednisone (logP = 1.46) has showed its inability to cross the polar head group 
region. When starting outside of the bilayer (i.e., in the water phase) the molecule 
approaches the polar head groups and it remains in the aqueous interface between water 
and choline groups at d= 2.4 ± 0.2 nm from bilayer center. When starting inside bilayer,
prednisone reaches the polar head groups, and it lies at d=1.6 ± 0.2 nm from bilayer center, 
in a parallel orientation to bilayer surface (Figure 26). Again, the keto group is oriented 
towards the polar head groups. 

 

Figure 26: Location of prednisone in the lipid bilayer membrane. 

Regarding the molecular size, both tacrolimus and cyclosporine (Cs), are relatively larger 
and complex structures. Interestingly, MD simulations have showed that their insertion from 
the water phase is quick. However, 1 µs fully sufficient to allow all reorganizations in between 
lipid chains, as the system was not fully converged. This suggests that large molecules 
dramatically affect relaxation time, and may influence diffusion (see section V.3.4). In the 
time scale of MD simulations, both compounds showed rather deep location inside lipid 
bilayer, close to membrane center (~ 0.6 nm from the membrane center) (Table 7 and Figure 
27A). These results positively correlate with the great lipophilicity of these compounds.  

In case of Cs a second location has been observed, namely below the polar head groups at 
d=1.6 ± 0.2 nm from membrane center (Table 7 and Figure 27B). The favorable location of 
Cs below the polar head groups agrees with penetration experiments, which have proved its 
capacity to insert and interact with lipid membranes, affecting the part of acyl chains close to 
the head group region [311]. Cs has a hydrophobic cyclic undecapeptide structure, which 
may adopt various conformations and so to precede many conformational re-arrangements, 
which can rationalize the deeper insertion, here observed. A recent 3D structure analysis 
study highlighted the crucial role of conformational flexibility and intramolecular hydrogen 
bonding in passive permeation of Cs [312]. This study showed that Cs permeation requires a 
particular conformation, in which the hydrophilic groups are buried by locking them into a 
intramolecular hydrogen bond network. This enhances the lipophilic character of Cs, allowing 
reaching the hydrophobic core of the bilayer, thus rationalizing the second (deeper) location 
close to membrane center. Additionally, experimental studies reveal that depending on 
concentration, Cs disorganizes the acyl region, possibly inducing phase separation in some 
lipid models (Cs-rich phase). Cs was also shown to increase fluidity in gel phase, but to 
increase order in fluid phase [313]. Here unbiased 1µs-long MD simulations have proved 
accuracy at predicting location in lipid bilayer. However, to evaluate Cs-induced membrane 
reorganization, longer-time simulations, possibly with several Cs, are required. 
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Figure 27: A) location distribution of tacrolimus in lipid bilayer membrane and B) evolution along 
trajectory of location for several Cs molecules starting from different positions.   

These simulations provide a correct picture of insertion/positioning at the atomic and 
microsecond time scales. Neutral forms insert below the polar head groups whereas charged 
forms anchor the polar surface, interacting with polar head groups and water molecules. The 
molecular size has shown little effect on molecule insertion but it largely affects relaxation 
time. In addition to hydrophobic effects, the crucial role of noncovalent (electrostatic and H-
bonding) interactions in molecule insertion is highlighted here. Finally, it is worth mentioning 
that no correlation is obtained between logP and the depth of penetration on this series of 
eleven drugs. Although, this series is too small to draw complete conclusions, this no-
correlation observation highlights the limitation of the logP parameter (Figure 28). 

 
Figure 28: Predicted depth of drug penetration vs. logP for a series of eleven drugs. 

In Chapter IV, we list the publications dealing with drug insertion, which I have co-authored 
during my Ph.D. I have only worked on the theoretical part. The first publication, 
(section IV.2) deals with ganciclovir (GCV), an antiviral drug widely used to prevent 
cytomegalovirus diseases in renal transplantation. GCV is used as a probe drug, before 
extrapolating to a series of drugs clinically used, owing to a few characteristics that make it 
an ideal candidate: our team has been working on the pharmacokinetics of this drug for a 
while; it is excreted in urine without catabolism; it crosses biological membranes passively, 
and it is excreted actively by an efflux transporter; in intra-cells, GCV is phosphorylated into 
GCV monophosphate, diphosphate and triphosphate. However, GCV and its metabolites 
showed a intracellular accumulation, leading to hematological toxicity such as neutropenia. 
The contribution of polymorphisms in membrane transporters to GCV neutrophil toxicity has 
been suggested. Therefore, to elucidate the factors associated to this toxicity is of crucial 
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importance, and as a first step it requires a better understanding of the exchange between 
the inner/outer membrane of the drug itself and of its metabolites (i.e. influx and efflux). 
Concerning GCV influx, it has been clearly shown that the molecule crosses biological 
membranes, as there exist experimental evidence that intracellular GCV concentrations are
correlated with the effects of the drug. Passive permeation, after or before drug accumulation 
in the membrane, has been suggested. In this paper, we studied the comportment of GCV 
and its metabolites through membrane and their capacity to diffuse passively using unbiased 
MD simulations. In silico model of pure phospholipids (DOPC) was used. MD simulations 
suggest that GCV has a tendency to accumulate in lipid bilayers. This accumulation in both 
bilayer leaflets may facilitate drug delivery inside cells through passive permeation. 
Moreover, the particular GCV location close to the lipid bilayer surface supports is great 
capacity to be actively transported by ABC/MRP transporters. It is important to mention that 
after phosphorylation, the metabolites cannot penetrate back to the lipid bilayers and the 
metabolites either act or accumulate in cells. 

The following publication (section IV.3) has studied the behavior of a series of antioxidants 
(anthocyanin derivatives) in interaction with lipid bilayers. Antioxidants are used in organ 
preservation to scavenge the reactive oxygen species that are produced during the ischemia-
reperfusion process, occurring at different stages of organ transplantation, namely from 
collection and preservation to transplantation. In particular, this may induce lipid peroxidation 
and it may be carefully controlled and contained. To efficiently inhibit lipid peroxidation, 
antioxidants have to incorporate in lipid bilayers. MD simulations have appeared a valuable 
tool to describe all intermolecular interactions driving penetration and orientation of these 
compounds, here in a model of DOPC lipid bilayer. 
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IV.2. Multidrug Resistance-Associated Protein 4 (MRP4) controls ganciclovir 
intracellular accumulation and contributes to ganciclovir-induced neutropenia in renal 
transplant patients 
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IV.2.1. Introduction 

Infection or reactivation of cytomegalovirus (CMV) is one of the major complications in 
immunosuppressed patients and is a major cause of morbidity and mortality. As the risk of 
infection is significantly higher in the first months post-transplantation, a universal prophylaxis 
or a preemptive strategy using ganciclovir (GCV, Figure 29A) or its oral prodrug 
valganciclovir (VGCV) is recommended. VGCV is rapidly hydrolyzed into GCV in blood. GCV 
is eliminated in its unchanged chemical form, through renal filtration and secretion. GCV 
action relies on phosphorylation into GCV monophosphate by the host and viral (pUL97) 
kinases. GCV diphosphate and triphosphate are further produced by non-specific cellular 
kinases [315–317]. 

GCV induces several adverse hematological effects, in particular, neutropenia [318]. Such 
toxicity leads to treatment being discontinued prematurely or to decrease doses. However, 
systemic exposure to the drug might not necessarily be a critical matter of concern. Indeed, a 
weak relationship between the plasma area under the curve of GCV and hematological 
toxicity has been reported [319–321]. In a group of 22 renal transplant patients, we found no 
relationship between GCV plasma exposure (evaluated as area under the GCV 
concentration vs. time curve; AUC0-5h) and evolution of neutrophil concentration (p=0.44). In 
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contrast, the AUC0-5h of intracellular GCV-triphosphate (the terminal active GCV metabolite) 
was significantly related to the decrease in neutrophil count over the first 3 months of 
treatment (β=-0.0019 ± 5.10-4, p<0.01) [322]. This has clearly supported the hypothesis that 
the driving mechanisms of GCV or GCV phosphorylated metabolites intracellular 
accumulation play a role in GCV toxicity. 

 

Figure 29: (A) Chemical structure of ganciclovir (GCV). (B) Average location of COM (center of mass) 
of GCV (black profile), the aromatic rings (red profile) and the aliphatic chain(green profile); the blue 

profile describes the P-atom distribution. (C) Average location of COM (center of mass) of GCV (black 
profile); the blue profile describes the P-atom distribution. (D) Average location of COM (center of 

mass) of GCV- monophosphate (red profile), GCV-diphosphate (green profile) and GCV-triphosphate 
(orange profile); theblue profile describes the P-atom distribution. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article). 

GCV membrane crossing has only rarely been documented up until now. Purine nucleobase 
carriers and nucleoside transporters were found to be involved in GCV permeation into 
human erythrocytes [323]. These transporters belong to the solute carriers (SLC) superfamily 
and mediate the movement of naturally occurring nucleosides as well as nucleoside analogs 
across membranes. 

Specifically, the concentrative nucleoside transporter (CNT) 2 transports purine-nucleosides 
and CNT3 transports both pyrimidine and purine nucleosides, and equilibrative nucleoside 
transporters (ENTs; SLC29 family) have broad substrate specificity to purine and pyrimidine 
nucleosides [324,325]. On the other hand, efflux transporters of the ABC superfamily 
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expressed in blood cells (ABCB1, ABCC4, ABCG2) were found to carry purine analogs or 
GCV specifically. 

Based on the hypothesis that genetic variability in GCV membrane transporters could play a 
role in intracellular drug accumulation, which might in turn contributes to GCV hematological 
toxicity, we investigated the association between functional polymorphisms in a selected 
panel of candidate transporters and the risk of GCV-induced neutrophil toxicity in renal 
transplant recipients. In order to further understand the mechanism of GCV membrane 
penetration in lipid membranes, molecular dynamics (MD) simulations were carried out. 

IV.2.2. Materials and Methods 

IV.2.2.1 Clinical pharmacogenetic study 

IV.2.2.1.1. Selection of candidate genes and polymorphisms 

Nine transporters previously found to carry analogues of puric bases and ideally GCV were 
selected. Among these, only 7 transporters expressed in blood cells were finally retained. 
Seventeen candidate gene polymorphisms were carefully selected from the literature and the 
SOPHIE (Study of Pharmacogenetics in Ethnically Diverse Populations) database 
(http://pharmacogenetics.ucsf.edu/index.html) based on reported evidences of clinical or in 

vitro functional effects and a Minor Allele Frequency (MAF) threshold of 2.5 % in Caucasians. 

IV.2.2.1.2. Population studies 

A first population of 174 renal transplant patients derived from a French multicenter cohort of 
444 patients, enrolled between October 2007 and October 2011, constituted the exploratory 
group (EPIGREN; DGS (French Health General Direction) registration: 060566). A second 
group of 96 renal transplant patients included since February 2013 in an independent French 
multicenter served as the replication group (EPHEGREN; Clinical Trial Registry No. NCT 
01989832). A vast majority of patients in these two studies were of European descent (given 
patient skin color). All the patients provided written informed consent for pharmacogenetic 
investigations. The patients included from the two cohorts received VGCV for the treatment 
or the prophylaxis of CMV infections. This study was approved by local ethic committees. 
Patient characteristics are given in Table 8. 

 Exploratory group  
(EPIGREN)  

n=174 

Confirmation group  
(EPHEGREN)  

n=96 
Median age (range), years 59 (25-83) 57 (23-80) 
Gender (male/female) 103/73 63/33 
Median weight (range), kg 70 (38-159) 73 (45-117) 
Median (range) of average creatinine clearance over 
the follow-up, mL/min 

44.0 (8.95-115) 52.6 (15.1-149)

Median antiviral treatment duration, weeks 16 (1-235) 5.3 (1-71) 
Proportion of CMV seropositivity in Recipients (R+) 0.57 0.56 
Proportion of CMV seropositivity in graft donors (D+) 0.61 0.75 
Proportion of patients receiving a VGCV dose > 
450mg 

0.16 0.24 

Proportion of recipients treated with cotrimoxazole  0.32 NA 

Table 8: patient characteristics. 
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IV.2.2.1.3. Identification of genotypes 

Patients‘ DNA were isolated from EDTA-treated whole blood tubes using the Qiagen DNA 
blood minikit or from saliva collected with the ORAGENE OG-500 DNA kit (DNA Genotek inc. 
Ottawa, Canada). Genomic DNA extraction was performed following the manufacturer 
protocols.  

Genotyping was performed using TaqMan® Real Time Polymerase Chain Reaction (PCR) 
allelic discrimination assays (Life Technologies, Saint-Aubin, France) using the Type-it Fast 
Probe PCR Master Mix (Qiagen, Courtaboeuf, France) and the Rotor-Gene Q PCR 
instrument (Qiagen). Assays were ordered from Life Technologies as validated assays 
(rs11568658 and rs2274407) or custom assays for rs2229109, rs1128503 rs2032582, 
rs1045642, rs2231137, rs12208357, rs35167514, rs2413775, rs10868138. The deletion in 
SLC22A1 gene (referred as rs202220802, rs34305973, rs35191146) was explored by direct 
sequencing on a 3130-XL instrument (Applied Biosystems, Life Technologies) as previously 
described [326]. 

IV.2.2.1.4. Statistical analysis 

The following variables were analyzed: dose of VGCV (considered as low if all treatment 
doses were ≤ 450mg per day), duration of VGCV treatment (in weeks, from VGCV 
introduction, up to 46 months), evolution of creatinine clearance (estimated using the 
Cockroft-Gault formula), co-treatments associated with a particular risk of neutropenia 
(mycophenolate mofetil dose and cotrimoxazole intake: yes/no), CMV donor and recipient 
serologies. Statistical analysis of associations between genotypes, and the evolution of 
neutrophil counts from drug introduction, considered as baseline, up to 46 months was 
performed using generalized estimating equation (gee) multiple linear regression with an 
autoregressive correlation matrix. This method takes into account the correlation between 
the visits (including all visits with available data since treatment initiation) for a given subject 
[327] (R package geepack ; http://www.r-project.org). All available data over the follow-up 
concerning continuous variables (creatinine clearance, neutrophil count) were considered. In 
the exploratory group, variables with a p ≤ 0.10 in the univariate analysis were included in the 
multivariate analysis and only factors with a Bonferroni-corrected p value of ≤ 0.05 were 
considered as significant in the final model (corrected p = α × number of variables selected in 
the final model). In the replication group, a corrected p value ≤ 0.05 for an association 
discovered in the exploratory cohort (at the univariate or multivariate step) was the criteria for 
proceeding to study in the replication cohort. In both cohorts, the final model was selected by 
a backward stepwise strategy based on the likelihood ratio test. Corrected p-values ≤ 0.05 
were considered as significant. β represents the effect of the covariate on the slope of 
neutrophil count for the treatment length.  

IV.2.2.2 Cellular assays 

Human Embryonic Kidney 293T/17 (HEK293T) cells (CRL-11268™, American Type Culture 
Collection, Manassas, VA) and Jurkat cells (TIB-152™, ATCC) were routinely cultured at 
37°C with 5 % CO2 and 95 % humidity in Dulbecco's modified Eagle's medium (Life 
technologies, Cergy-Pontoise, France) and RPMI 1640 medium (Life technologies), 
respectively. Media contained 10 % heat-inactivated fetal bovine serum, 100 U.mL-1 
penicillin, and 100 µg.mL-1 streptomycin.  
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ABCC4-pcDNA5/FRT plasmid containing the reference sequence of the MRP4 gene was a 
generous gift from Prof. Deanna Kroetz, department of Biopharmaceutical Sciences and 
Pharmaceutical Chemistry, University of California, San Francisco (CA). A variant 
(rs11568658) construct was obtained by site-directed mutagenesis, using the Quick change
II XL Site-Directed Mutagenesis Kit (Agilent Technologies®, Massy, France) and the following 
primers:  

5'-ttagtaacatggccatgtggaagacaaccacaggc-3' (reverse)  

5'-gcctgtggttgtcttccacatggccatgttactaa-3' (forward) 

Plasmid sequences were verified by sequencing. 

Transient transfection of HEK293T cells was performed with 10 µg of pDNA (or empty 
vector) and transport activities were analyzed through measuring intra-cellular accumulation 
of GCV (10 mg.L-1) after 30 minutes of incubation at 37°C, as described previously [328].  

Jurkat cells were chosen for inhibition experiments because they derive from blood cells and 
express MRP4, BCRP and the P-gp [329]. 500 μL of cells suspension (1×106 cells/mL) was 
transferred into 1 mL microtubes. The cells were washed twice with 1 mL of Dulbecco's 
Phosphate-Buffered Saline (DPBS, Life technologies) and incubated at 37°C during 30, 60 
and 90 seconds with 500 µL of prewarmed DPBS containing GCV at 20 mg.L-1 
(corresponding to usual plasma peak concentration), with or without MK-571 (50 µmol.L-1). 
The tubes were then transferred on ice and the cells were pelleted down (200 g; 1 minute at 
4°C), washed twice with 1 mL of DPBS, desiccated and lysed with 200 µL of 1 % 
pentadecafluorooctanoic acid. Cell lysates were stored at -20°C until analysis.  

Intracellular amounts of GCV were determined using a validated LC-MS/MS method [330] 
and results normalized to per-well protein content as measured using the bicinchoninic acid 
protein assay (BCA, Thermo Scientific, Rockford, IL). 

IV.2.2.3 Methods of calculation  

MD simulations were performed using a system constituted of 128 molecules of DOPC (1, 2-
dioleoyl-sn-glycero-3-phosphocholine) arranged in a bilayer, which was surrounded by an 
explicit SPC/E (extended single point charge) water model (4511 molecules of water) and 
ions (18 Na+, 18 Cl-).  

The topology was generated with the PRODRG program after B3LYP/6-31+G(d,p) 
optimization. The partial atomic charges were generated using the RESP method. 

The lipid bilayer model relaxation and all MD simulation were conducted according to the 
methodology described previously [331]. We should note that the Gromos43a1-S3 force field 
was preferred over Berger for MD simulation, as the latter is known to overestimate 
lipophilicity of compounds [332].  

To assess analysis, membrane surface was defined by the averaged location of P-atoms of 
phosphatidylcholine head groups; the z-axis is defined as being perpendicular to this surface. 
The distribution of GCV location in membrane was defined as the number density of center 
of mass, the aromatic ring, and the aliphatic moieties of GCV. Averaging was obtained from 
the last 300 ns of MD simulations (representative of equilibrium location). The -angle 
between the z-axis and the C=O vector was also monitored over the last 300 ns of the 
simulations was monitored over the simulation to describe the GCV orientation. To calculate 
the free-energy profile of GCV membrane penetration and crossing, TurBOMOLE in the 
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Tmolex package and COSMOmic from the COSMOthermX package were used. Twenty 
different conformations of GCV obtained using CONFAB were optimized using DFT/cosmo 
with TURBOMOLE at the functional b-p and basis set TZVP. Then, the free energy profiles 
for all geometries were calculated at 310 K using the COSMOmic software. In this implicit
methodology, the DOPC bilayer was separated into 50 slices. About 162 orientations of GCV 
were used in DOPC membrane to estimate their free energy profiles. The final free energy 
profiles of all conformations were averaged over the individual free energy profile, which 
allowed evaluating partition coefficients. 

IV.2.3. Results 

IV.2.3.1 Association of membrane transporter polymorphisms with GCV neutrophil 
toxicity 

Genotype distributions and allele frequencies in the exploratory group are shown in Table 9. 
As previously described, ABCB1 SNPs were in strong linkage disequilibrium (D‘ rs1128503 - 
rs2229109 = 0.996; D‘ rs1128503 - rs1045642 = 0.726; D‘ rs2229109 - rs1045642 = 0.786) 
[333]. 

The factors associated with neutrophil count decrease in the exploratory group are reported 
in Table 10. The dose of VGCV (>450 mg/d) was found to be significant in univariate, but not 
multivariate analysis. Among the 22 tested covariates, 7 SNPs were included in the 
multivariate model. Two of them exhibited a significant association with neutrophil count, 
namely rs2229109 in ABCB1 and rs11568658 in ABCC4. These 2 SNPs and the VGCV dose 
were next investigated in the replication cohort. No significant association between the dose 
or ABCB1 rs2229109 and the evolution of neutrophil counts was found but ABCC4 
rs11568658 was significantly related to neutrophil count after multivariate analysis. 

Gene Variant 
Genotype (n) Minor allele 

frequency wt/wt wt/vt vt/vt 

SLC29A1 rs747199 129/206 68/206 9/206 21 % 

SLC28A3 rs10868138 168/206 37/206 1/206 9 % 

SLC28A2 rs2413775 101/203 79/203 23/203 31 % 

SLC22A1 rs12208357 144/205 51/205 10/205 17 % 

 rs34059508 198/206 8/206 0/206 2.0 % 

 420 DEL 133/199 62/199 4/199 18 % 

 rs628031 87/199 94/199 18/199 33 % 

ABCG2 rs2231137 170/206 35/206 1/206 9.0 % 

ABCC4 rs2274407 176/206 30/206 0/206 7.0 % 

 rs3742106 70/186 89/186 27/186 38 % 

 rs11568658 197/205 8/205 0/205 2.0 % 

ABCB1 rs1045642 63/206 103/206 40/206 44 % 

 rs2032582 77/206 92/206 37/206 40 % 

 rs1128503 70/206 96/206 40/206 43 % 

 rs2229109 188/205 17/205 0/205 4.0 % 

wt : wild type; vt : variant 

Table 9: Variant genotype distributions and allele frequencies in the exploratory group. 
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  Univariate analysis Multivariate analysis 

Covariates Genotype β S.D p value β S.D p value 
Dose > 450mg/d - -0.4366 0.044 0.049    
Treatment length (weeks) - 0.00147 0.0021 0.480    
Mycophenolate mofetil dose (mg) - -0.3989 0.3452 0.250    
Cotrimoxazole intake (Yes/No) - -0.1494 0.1842 0.420    
CMV R+ - -0.0305 0.1892 0.870    
CMV D+ - -0.026 0.1856 0.890    
ABCB1-rs2229109 G/A vs G/G 0.6924 0.2714 0.011 0.8801 0.2531 0.00051 
ABCB1-rs1128503 G/A vs A/A -0.2197 0.02221 0.320    
ABCB1-rs1128503 G/G vs A/A -0.2292 0.2322 0.320    
ABCB1-rs2032582 G/T vs G/G 0.1073 0.1865 0.570    
ABCB1-rs2032582 T/T vs G/G -0.1846 0.2353 0.598    
ABCB1-rs1045642 T/C vs C/C 0.2766 0.1966 0.160    
ABCB1-rs1045642 T/T vs C/C 0.3721 0.2422 0.120    
ABCC4-rs11568658 G/T vs G/G -0.638 0.322 0.048 -0.6854 0.2804 0.0145 
ABCC4-rs3742106 A/C vs A/A 0.1044 0.1858 0.570    
ABCC4-rs3742106 C/C vs A/A 0.3575 0.336 0.280    
ABCC4-rs2274407 G/T vs G/G -0.1603 0.162 0.32    
ABCG2-rs2231137 A/G vs A/A -1.236 0.208 2.80.10-09 -1.2393 0.2123 5.3.10-9 
ABCG2-rs2231137 G/G vs A/A -1.3669 0.0853 < 2.10-16 -1.3732 0.0981 < 2.10-16 
SLC22A1-rs34059508 G/A vs G/G -1.1352 0.6133 0.064    
SLC22A1-rs12208357 C/T vs C/C -0.1404 0.1634 0.390    
SLC22A1-rs12208357 T/T vs C/C  -0.1669 0.2272 0.460    
SLC22A1-420deletion  - 0.3287 0.179 0.066    
SLC22A1-rs628031 G/A vs A/A 0.1337 0.265 0.610    
SLC22A1-rs628031 G/G vs A/A 0.0204 0.2624 0.440    
SLC28A2-rs2413775 A/T vs A/A 0.0217 0.1806 0.900    
SLC28A2-rs2413775 T/T vs A/A 0.2063 0.3313 0.530    
SLC28A3-rs10868138 G/A vs A/A -0.0557 0.2223 0.800 -0.1156 0.2079 0.58 
SLC28A3-rs10868138 G/G vs A/A -1.8346 0.1623 <2.10-16 -2.594 0.2861 < 2.10-16 
SLC29A1-rs747199 C/G vs C/C 0.3878 0.2528 0.130    
SLC29A1-rs747199 G/G vs C/C 0.3101 0.2301 0.180    

 
Table 10: Association of clinical and genetic covariates with neutrophil count evolution in the 

exploratory group. 

IV.2.3.2 Transport of GCV in Jurkat and MRP4-expressing cells 

The accumulation GCV (20 mg.L-1) in Jurkat cells was significantly enhanced in the presence 
of MK-571 (Tebu-bio®, Le Perray-en-Yvelines, France), a selective inhibitor of MRP-
transporters [334] (+22.7 % after 90 seconds incubation; Figure 30A).  

In order to investigate the specific role of MRP4 in GCV efflux and the consequence of the 
rs11568658 variant, GCV (10 mg.L-1) was incubated with HEK293T cells transfected with 
ABCC4 reference and variant (rs11568658) sequences. After 30 minutes of incubation, GCV 
concentration was significantly higher in cells expressing MRP4 variant than in those 
expressing the MRP4 of reference (+290%, p<0.0001, Figure 30B). The accumulation of 
GCV in MRP4 variant transfected cells was similar to that observed in cells transfected with 
an empty vector (p=0.18) thus demonstrating a complete loss of transport activity.  
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Figure 30: Ganciclovir intracellular accumulation into (A) Jurkat cells in presence of 50 µmol.L-1 of the 
MRP inhibitor MK-571 and (B) HEK293T cells transiently transfected with ABCC4 (MRP4) reference 
and variant (rs15868658) sequences or with an empty vector (pcDNA5/FRT). Data are expressed as 

mean values ± SD of three independent experiments, each performed in duplicate (A) or at least 
triplicate (B). *p < 0.001 or ** p < 1.10-4 on comparison with control conditions. 

IV.2.3.3 Mechanisms of the insertion of GCV and metabolites in lipid bilayers  

MD simulations have repeatedly succeeded in the evaluation of partition coefficients and the 
location of a number of xenobiotics in pure lipid bilayer membranes. This technique provides 
an accurate molecular picture of drug insertion and preferred location, independently of the 
presence of any transport protein. Three independent free MD simulations systematically 
show rather fast GCV insertion in lipid bilayers (within less than 100 ns). Thanks to 
intermolecular (Coulomb and H-bonding) interactions between GCV and the highly polar 
surface, the drug is preferentially located at 1.5 ± 0.3 nm from the center of the membrane 
that is just beneath the polar head group region (Figure 29B). The drug is roughly parallel to 
the bilayer surface but with many fluctuations. COSMOmic calculation allowed evaluating a 
98%:2% ratio, i.e. partitioning mainly in the lipid bilayer. Drug accumulation is likely because 
of the formation of noncovalent n-mer aggregates, which are transiently stabilized by π-
stacking interactions between aromatic rings, with interatomic distance of ca. 3.9 Å, typical of 
DNA nucleobase stacking. The standard deviation, highlighting fluctuation, is slightly higher 
pointing out that in such aggregates some compounds are somehow pushed deeper into the 
bilayer, whereas other remain stuck to the membrane surface (Figure 29C).  

As expected, GCV-mono, di and triphosphate metabolites are located in the outer part of lipid 
bilayer, close to the head polar region at d=2.4±0.3nm from membrane center (Figure 29D). 
This is attributed to the negative charge, which anchor the metabolites to the (positively 
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charged) choline moieties and prevents deeper insertion of the metabolites in between lipid 
chains.  

IV.2.4. Discussion 

Hematological toxicity is a major concern during VGCV therapy. It can cause marrow toxicity, 
notably neutropenia which could consequently expose immunosuppressed patients to life-
threatening infections. Identifying the risk factors for neutropenia in patients treated with GCV 
or VGCV is expected to lower the incidence of toxicity and would help to design alternative 
strategies in high-risk patients. In this study, twelve patients in the exploratory study (7%) 
and six in the confirmation study (6%) experienced at least one episode of neutropenia 
defined as an absolute neutrophil count < 1.106 cells/mL, which is in the lower range of the 
incidence reported in previous reports regarding solid organ transplantation (7–68%) [335–
337]. Only 5 patients received colony-stimulating factors in the replication study population, 
while no such treatment was reported in the exploratory study. We chose to study the 
evolution of the neutrophil count rather than neutropenia incidence to evaluate VGCV toxicity 
because of the low incidence of acute neutropenia and the absence of any international 
consensus defining a neutrophil concentration threshold value reflecting neutropenia in renal 
transplant patients. Thrombocytopenia (< 150.106/mL) is another important hematologic 
adverse event whose incidence is similar to that of neutropenia [335,337,338]. Since it is 
considered to be a less relevant issue than neutropenia in renal transplant patients, it has not 
been consistently reported in patient clinical files in the exploratory study and it has not been 
taken into consideration in this study.  

Renal function state is a major feature in GCV pharmacokinetics, thought to be important for 
its toxicity. VGCV dose is thus generally adapted according to the creatinine clearance 
estimation using the Cockcroft-Gault formula [339].  

Until now, no clear relationships have been established between drug dose and neutrophil 
toxicity. Some studies have suggested that high VGCV doses lead to a high risk of 
neutropenia but no formal toxic threshold has been proposed [321,335]. Other studies 
showed no or only poor relationships between the occurrence of adverse events and GCV 
exposure, or trough concentration [319,340]. In the exploratory study, an association was 
found between the use of high VGCV dose (>450 mg/day) and a decrease in neutrophil 
count in univariate but not in multivariate analysis. This association was not found either in 
the replication group (p=0.45). This result suggests that doses had been adapted according 
to renal function, as recommended, and presumably explains the low occurrence of 
neutropenia in these patients. 

On the other hand, treatments with mycophenolate mofetil or cotrimoxazole are known to 
increase the risk of neutropenia. They were not associated with neutrophil evolution in the 
exploratory group. There is, however, a limitation because potential changes in the dose of 
VGCV or of the co-treatments were not systematically reported in the first cohort.  

Our hypothesis is that active transport processes of GCV could substantially limit the toxicity 
by decreasing GCV intracellular accumulation in blood cells. Among the numerous 
techniques used to probe drug-membrane interactions, MD simulations are carried out more 
and more successfully. When using proper models and methodologies, the behavior of drug–
membrane systems can be accurately evaluated. Regarding GCV, MD simulations suggest 
that the drug is likely to accumulate in lipid bilayers. This concords with the rather high 
polarity of GCV (logP = -1.65), but also with its amphiphilic character. Accumulation in both 
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bilayer leaflets may constitute a reservoir of drug prior to delivery inside cells through passive 
diffusion, which does not preclude GCV transport by CNTs/ENTs. Also, in this accumulating 
region, close to the membrane surface, GCV appears particularly well located in order to be 
actively flushed out by ABC transporters. After phosphorylation, the metabolites penetration
back to the lipid bilayers is prevented and the metabolites either act or accumulate in cells.  

To perform a relevant pharmacogenetic study, we selected genes that may be involved in 
GCV transport (efflux or influx) in blood cells. As GCV is an analogue of puric bases, 
transporters expressed in neutrophils capable of carrying puric bases were retained. Our 
hypothesis was that individual or combinations of polymorphisms in these genes could 
influence GCV intracellular accumulation and thus the likelihood of neutrophil toxicity, 
independently of VGCV dose and other confounding factors (e.g. cotreatments, creatinine 
clearance …). We thus performed a stepwise multivariate procedure which allowed us to 
investigate the additional value of a given gene polymorphism by adjusting the model on 
other polymorphisms or non-genetic factors. Although a stepwise procedure decreases the 
number of tests performed as compared to univariate testing of each variable on the 
phenotype, it still leads to multiple testing. Consequently, we applied a Bonferroni correction 
on final multivariate models. This cannot totally exclude that false positive findings occurred 
here but the replication in an independent dataset of patients is a strong argument against 
chance findings. Moreover, genetic polymorphisms in these transporters were selected only 
if clear evidences for clinical or in vitro functional effects had been reported in the literature, 
and if their MAF was above 2.5% in Caucasians (to ensure sufficient statistical power). Other 
polymorphisms were excluded which has to be considered as a limit of the study although it 
ensures consistency. 

Regarding efflux transporters, ABCC4 rs11568658 genotype appeared to be related to the 
decrease in neutrophil count in the exploratory cohort. Although this variant has a low 
frequency (approx. 2%), the effect size was important which makes the statistical power of 
the replication study adequate (power of 0.922; R ‗pwr‘ package). A similar effect was found 
in this replication study and experiments with transfected HEK293T cells confirmed that this 
variant decreases MRP4-mediated efflux of GCV. This result concords with a previous study 
carried out on two other substrates, namely 3'-azido-2',3'-dideoxythymidine (AZT) and 9-(2-
phosphonylmethoxyethyl)adenine (PMEA) [341]. MRP4 is expressed in blood cells; it 
mediates the efflux of a number of antiviral drugs and endogenous compounds from cells 
[342,343]. It has been previously described that GCV is a substrate of MRP4. Adachi et al. 
indeed showed in vitro using MCF-7 cells that overexpression of MRP4 decreases the 
intracellular accumulation of GCV and confers resistance to the cytotoxic effects of the drug. 
In addition, they showed that the efflux of intracellular GCV was faster in MRP4-transfected 
cells than in the vector cells (half-lives of 16 and 32 min, respectively) [344].  

This SNP leads to an amino acid substitution (p.Gly187Trp) in the transmembrane domain of 
MRP4. Two other variants in ABCC4 were studied: rs3742106 and rs2274407. The 
rs3742106 is located in the 3‘ UTR region and it has previously been associated with an 
elevation of lamivudine-triphosphate concentrations (approx. + 20%) in variant carriers [345]. 
This variant was however not found to be related to increased concentrations of tenofovir 
diphosphate in human peripheral blood mononuclear cells 24h post-dose [346]. The latter 
variant, rs2274407 (p.Lys403Asn), located in exon 8, was found to be associated with higher 
incidence of high-grade thrombocytopenia in methotrexate-treated patients [347]. Gradhand 
et al. found that this variant allele was associated with a reduction in MRP4 liver expression 
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(-46%) [348]; this was however not confirmed by Ansari et al. [347]. None of these two still 
controversial SNPs were related to a decrease in neutrophil count in the present study.  

Regarding ABCB1 (the gene coding the P-gp), rs2229109 SNP (leading to the Ser400Asn 
substitution) had contradictory impacts on neutrophil evolution in the exploratory and 
replication cohorts.  

This SNP was found to enhance the trans-epithelial permeability of vinblastine and 
vincristine, by increasing the cellular efflux of these drugs [349]. More recently, a 
comprehensive in vitro study demonstrated that the SNP effect is substrate-dependent [350]. 
The authors confirmed that the variant protein (rs229109-A allele) transports vinblastine 
more efficiently than the wild-type protein. They showed conversely that the variant has a 
drastically reduced ability to transport tacrolimus, while it transports cyclosporine, rhodamine 
123 and doxorubicin in a similar extent to the wild-type protein [350]. Here we found in the 
exploratory cohort that the variant had a protective effect on neutrophil toxicity (β=0.88±0.25 
p=0.00102), which might suggest a more efficient efflux of GCV. This finding is consistent 
with the literature suggesting that the variant could contribute to the resistance to several 
chemotherapeutic agents (presumably through increased transport activity) [351–353]. 
Conversely, in the replication cohort, the carriers of this variant showed a trend toward a 
more pronounced decrease of neutrophil count (β=-0.82±0.39 p=0.068) suggesting 
increased intracellular accumulation of GCV. We have no explanation for these opposite 
results. Since the effect of the SNP can differ depending on the substrate, the expected 
effect regarding GCV cannot be predicted. Among all the other SNPs or haplotypes in 
ABCB1, none was associated with a significant variation in neutrophils toxicity which 
suggests that the P-gp polymorphism is unlikely to contribute substantially to VGCV toxicity. 

IV.2.5. Conclusion 
This study provides direct evidence that GCV is a substrate of the efflux transporter MRP4 
and suggests that the intracellular fate of GCV is significantly influenced by ABCC4 
rs11568658 variant in renal transplant recipients receiving GCV. This variant may accentuate 
the risk of severe neutrophil decrease. MRP4 has many other substrates; one can suggest 
that drug interactions could occur and result in decreased efflux of GCV.  
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IV.3.1. Introduction 

The antioxidant properties related to wine are mainly attributed to the presence of 
polyphenols, particularly flavonoid derivatives. Anthocyanins are a subclass of flavonoid 
largely distributed in red wine. They are known to participate in red, purple, and blue colors of 
grapes and wine [354], but also various berries, other fruits, vegetables and flowers. 

The general chemical structure of anthocyanins is formed of three cyclic carbon rings C6-C3-
C6 denoted as A, B and C (Figure 31). The structure is usually written as a flavylium cation, 
which bears a positive charge. Most of anthocyanins occur in nature as glycosides, mainly 3-
O-glucosides. The structural diversity of anthocyanins stems from the number and position of 
hydroxyl and methoxy groups in the aglycone, as well as from the nature, size and position of 
the sugar moiety. Stability, reactivity and chemical activity of anthocyanins depend on all the 
aforementioned structural parameters [355]. 

Anthocyanins are very sensitive to pH, providing various chemical forms and colors in 
aqueous solution depending on pH values. The (red) flavylium cation (AH+, Figure 31) 
predominates at pH values ranging from 1 to 3. When the pH value increases deprotonation 
from C7, C4' and C5 occurs successively to form three (purple) quinonoidal basic forms (A7, 
A4', and A5, respectively, Figure 31). Increasing again the pH values above 7 allows a second 
deprotonation yielding (blue) quinonoidal anions (e.g., A-

4',7 , Figure 31) [356,357]. 
Alternatively, above pH values of 2-3, hydration reactions produce (colorless) hemiketals, 
which tautomerises through ring opening into (yellow-ish) chalcones (Figure 31). 
Anthocyanins also react with other phenolic compounds to produce various derivatives, for 
example pyranoanthocyanins that are produced during wine aging. 

In vivo, anthocyanins are extensively degraded. They can be deglycosylated and 
transformed into phenolic acids, aldehydes and other phenolic derivatives [358]. In plants
and beverages such as wine, they can combine with other phenolic compounds to form 
pyranoanthocyanins [359,360]. Although anthocyanins are usually unstable as isolated 
compounds in solution, they can be partially stabilized by intra and intermolecular 
noncovalent interactions either with cofactors such as other phenolic compounds (co-
pigmentation) or with themselves (self-association). These interactions are favored by the 
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capacity of polyphenols to interact by π–π stacking and van der Waals interactions 
[355,361,362]. 

Anthocyanins have been extensively studied in vitro and in vivo for their biological and 
pharmacological activities such as antioxidant activities [363–367] possibly related to their 
role in the prevention of cardiovascular disease [368,369]; anti-inflammatory; anti-tumor 
[370]; anti-diabetic [371]; and their capacity to control oxidative stress during pregnancies 
[372]. Here, we focused on the antioxidant activities of certain wine anthocyanin derivatives. 
As antioxidants and scavengers of reactive oxygen species (ROS), phenolic compounds are 
efficient electron and hydrogen atom donor from their OH groups towards free radicals 
[373,374]. This capacity is largely attributed to their capacity to delocalize spin in the rather 
extended π-conjugated system. As antioxidants, they have also been shown to inhibit lipid 
peroxidation in biological membranes [363,367,375,376]. It should be noted that several 
polyphenols having structures similar to anthocyanins exhibited the capacity to partition into 
the lipophilic core of membrane, even affecting membrane fluidity [377,378]. However, there 
is a lack of information about the molecular mechanisms of this inhibition; mainly because 
the incorporation of anthocyanins in lipid bilayers and their capacity to cross cell membrane 
is not fully elucidated at the molecular level. This work presents a theoretical evaluation of 
interactions between anthocyanins derivatives and lipid bilayer membranes. A series of 
representative wine anthocyanin derivatives have been selected for this study, based on the 
malvidin structure, the major anthocyanin structure found in wine. To cover a wide range of 
physical-chemical properties, molecular dynamics (MD) simulation were carried out for (i) the 
different charge forms of malvidin-3-O-glucoside (AH+, A7, A4', A5 and A-

4',7); the aglycone 
form, malvidin; and the corresponding chalcone, hemiketal and pyranoanthocyanin. 
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Figure 31: Chemical structures of a series of anthocyanin derivatives, based on the malvidin moiety. 

IV.3.2. Material and methods 

IV.3.2.1 Free MD simulations 

MD simulations were carried out using a bilayer constituted of 128 molecules of DOPC (1,2-
dioleoyl-sn-glycero-3-phosphocholine). An explicit SPC (single point charge) water model 
was used to model the water molecules surrounding the membrane. Ions (Na+ and Cl-) were 
added at physiological ionic concentration (0.9%). An 8 nm thick box was used with periodic 
boundary conditions in all dimensions. The z-axis was defined as the vector normal to 
membrane surface. The lipid model was minimized without flavonoid presence during 100 
ns. All MD simulations were performed with the GROMACS package version 5.0.4 [379]. 
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Conformations were optimized using density functional theory (DFT) at the B3LYP/6-
31+G(d,p) level. The topology was built using the online server PRODRG [380]. Partial 
atomic charges of molecules play a crucial role to estimate their physical and chemical 
properties, and PRODRG was shown to underestimate the absolute values of partial charges
[381]. Thus in this work, partial atomic charges of all compounds were refined with quantum 
mechanics calculations using Gaussian09 [382], RESP and R.E.D. III softwares [383]. Two 
different models were used, differing on the level of theory. The method reported by Duan et 
al. (B3LYP/cc-pVDZ in an implicit PCM type solvation with ε = 4, [384]) was used for all 
compounds. To compare the influence of charge method on the interaction of anthocyanins 
with membranes, Cornell et al. method (HF/6-31G(d) in gas phase, [385]) was also used for 
AH+, A-

4',7 and A4'. Unless stated, the analyses are given for the Duan et al. charge method. 
Partial charges were averaged over several conformers generated using confab, which 
applies a torsion driving approach to systematically explore the conformation space and to 
create several low-energy conformers (a series of local minima) [386]. Dipole moments were 
obtained from calculations with Gaussian software [382] of ESP charges with methods 
corresponding either to Duan et al. or Cornell et al. charge models, averaged over different 
conformers. 

The anthocyanin derivatives were initially placed in the water phase surrounding the 
membrane. For each compound, a MD simulation was performed using multiple non-
interacting molecules in order to enhance sampling. MD simulations were 400 ns long. They 
were carried out using Gromos43A1-s3 force field [387] and the NPT ensemble. 
Temperature was regulated at 310 K by the Nose–Hoover thermostat [70] and pressure was 
kept constant semi-isotropically (x-y and z axis independently) at 1 atm by the Parrinello–
Rahman barostat [72] with coupling constants of 0.5 ps and 5.0 ps, respectively. Cut-off for 
short-range van der Waals and Coulomb interactions was set to 1.4 nm. Particle Mesh Ewald 
[388] was used for long-range non-bonding interactions. VMD [389] was used to visualize 
trajectories and to produce Figures. Analyses of position and orientation were performed on 
the last 150 ns of MD simulations, after the anthocyanins reached their equilibrium positions. 

The global orientation of molecules was assessed by the angle α defined between the z-axis 

and the longest molecular axis of the flavonoid (aglycone) moiety, namely vector  ⃗ . Because

this moiety is somewhat planar,  ⃗  partially documents on the orientation of the π-system. 
This vector is defined by the hydrogen atom at carbon C6 and oxygen atom at carbon C4' in 
the A and B-rings, respectively (Figure 32). When α equals 0º or 180º, the global orientation 
of molecules is perpendicular to membrane surface, that is the π-system is perpendicular to 
the surface; when α equals 90º, the molecule lies parallel to membrane surface. Averaging 
was obtained from the time when the representative equilibrium location was reached to the 
end of the simulation. 

 

Figure 32: Definition of the vector  ⃗  used to determine the orientation of flavonoid moiety in 
membranes.
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IV.3.2.2  Free energy profiles 

COSMOmic [83,390] was used to calculate the free energy profile of membrane penetration 
and crossing. Different conformations of each anthocyanin compounds were also  generated 
using confab [386]. COSMOmic is based on the evaluation of σ-profiles, which is defined as 
the distributions of charge density on the molecular surface. σ-Profiles were obtained for all 
conformers, DOPC and water molecules using DFT/COSMO with TURBOMOLE at the 
default and recommended functional in TURBOMOLE (i.e., B-P86) [391]  and TZVP basis 
set . Then, free energy profiles for all geometries were calculated at 310 K using the 
COSMOmic software. In this implicit methodology, the DOPC bilayer was separated into 50 
slices. About 162 orientations of each compound were used in DOPC membrane to estimate 
their free energy profiles; the final free energy profiles were the average of all individual 
profiles. 

IV.3.3. Results and discussions 

IV.3.3.1 Positioning of malvidin-3-O-glucoside in lipid bilayer: neutral vs charged 
forms 

The center of mass (COM) of three neutral quinonoidal forms of malvidin-3-O-glucoside (A7, 
A4' or A5) was located at 1.6 ± 0.2, 2.3 ± 0.2 or 1.2 ± 0.3 nm distances from membrane 
center, respectively (Table 11). Equilibrium positions A5 and A7 were located below the polar 
head groups of lipids, in interaction with lipid tails. A5 penetrated deeper in the hydrophobic 
core of lipids than A7. It should be noted that these two forms showed a greater affinity to the 
lipid chains than any other charged forms. Conversely, the A4' form remained in the water 
phase (Figure 33). The locations of free energy minima calculated by COSMOmic were 
similar to those obtained with MD simulations (Table 11). These results show the significant 
effect of deprotonation sites on the position of quinonoidal basic forms in membrane. The 
predominant form A7 is ideally located in the lipid bilayer to inhibit both the initiation and 
propagation steps of lipid peroxidation, partially explaining the good antioxidant activity of 
malvidin-3-O-glucoside in membranes. 

Interestingly the charged forms of malvidin-3-O-glucoside penetrated the lipid bilayer. The 
COM of the flavylium cation AH+ was located at 1.8 ± 0.2 nm from membrane center (Table 
11). This equilibrium location was supported by the minimum of the free energy profile, 
located at 1.6 nm from membrane center (Figure 34). This suggests that AH+ is stabilized 
close to the polar head groups due to its positive charge that favors electrostatic interactions 
with the phosphate groups of the phospholipids. Additionally, H-bonding, electrostatic and 
van der interactions between the sugar moiety and polar head groups anchor AH+. By 
contrast, the double-deprotonated anionic form A-

4',7 is located outside the membrane, but still 
in contact with the head group region at the interface with water, namely COM at 2.5 ± 0.2 
nm from membrane center (Table 11). This equilibrated location is driven by the negative 
charge, which favors Couloumb and H-bond interactions with phospholipid choline moieties. 
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ΔGpart 

(kcal mol-
1)a 

ΔGpen 

(kcal mol-1) a 

dCOSM

Omic 

(nm) 

a 

dMD 

COM 

(nm) b 

dMD 

Sugar group 

(nm) 

dMD 

B-ring 

(nm) 

dMD 

O- 

(nm) 

µ 

(Debye) 

α (°) 

 

(A-
4',7) -7.5 ± 0.5 32.7 ±  0.5 2.3 

2.5 ± 0.2c 

2.3 ± 0.2d 

2.5 ± 0,2c 

2.5 ± 0.2d 

2.5 ± 0.2c 

2.1 ± 0.3d 
- 

16.4c 

18.1d 
78±18 

AH+ -12.7 ± 1 16.1 ± 1.5 1.6 
1.8 ± 0.2c 

1.8 ± 0.4d 

2.1 ±  0.2c 

2.2 ±  0.3d 

1.6 ± 0.2c 

1.7 ± 0.3d 
- 

29.2c 

28.9d 

90 ± 14c 

87 ± 16d 

A4' -7.3 ± 0.2 20.0 ±  0.5 2.1 
2.3 ± 0.2c 

1.8 ± 0.2 d 

2.3 ± 0.2c 

2.0 ± 0.4d 

2.5 ± 0.2c 

1.8 ± 0.2d 
2.6 ± 0.2 

13.3c 

9.6d 

40 ±30c 

88 ± 17d 

A5 -6.1 ± 1 15.5 ± 1 1.7 1.2 ± 0.3 1.4 ± 0.3 0.9 ± 0.3 1.6 ± 0.2 
10.4 

 
150 ± 13 

A7 -7.9 ± 0.2 16.2 ± 1 1.8 1.6 ± 0.2 1.6 ± 0.2 1.3 ± 0.2 2.0 ± 0.3 7.9 162 ± 15 

Aglycone -2.1 ± 0.4 3.4 ± 0.5 2.0 1.2 ± 0.1 - 0.9 ± 0.2 - 12.6 153 ± 12 

Pyranoa
nthocyan

in 
-9.3 ± 0.5 19.9 ± 2 2.0 1.8 ± 0.2 1.7 ±  0.1 1.3 ± 0.2 - 7.6 128 ± 13 

Hemiketa
l -7.4 ± 0.2 

 

15.8 ± 1 

 

 

1.7 

 

1.5 ± 0.3 1.7 ±  0.3 1.2 ± 0.3 - 6.1 
No 

preferred 
orientation 

Chalcone -7.1 ± 0.3 12.3 ± 2 2.0 1.6 ± 0.2 1.7 ± 0.6 1.3 ± 0.5 - 8.5 99 ± 35 

a Standard error 
b Standard deviation 
c using Duan et al. charge method 
d using Cornell et al. charge method 

Table 11: Location, orientation, free energy barriers and dipole moments of malvidin derivatives 
studied. d is the average distance from the membrane center for COM or characteristic groups (B-ring 

and sugar), obtained either via MD simulations (dMD) or COSMOmic (dCOSMOmic). 
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Figure 33: Location of the quinonoidal forms of malvidin-3-O-glucoside (A4' A7, and A5) 

in the lipid bilayer membrane. 

 

 

Figure 34: Free energy profiles of penetration in the lipid bilayer for (A) malvidin-3-O-glucoside 
deprotonated forms A4' A7, and A5; (B) malvidin-3- O -glucoside anionic (A-

4',7) and cationic (AH+) 
forms; (C) chalcone, hemiketal and pyranoanthocyanin forms; and (D) malvidin aglycone. 
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The orientation of malvidin-3-O-glucoside was evaluated by two parameters. First, the 
position of B-ring (see Figure 31) was compared to the one of the COM. B-rings of A5 and A7 
were 3 Å deeper in the membrane than the corresponding COM, confirming the rather 
hydrophobic character of B-ring as substituted by methoxy groups. Second, the orientation of
the aglycone moiety in the membrane was evaluated by the angle α as defined in 

section IV.3.2 (Figure 32 and Table 11). The α angle values were 150° ± 13° and 162° ± 15° 
for A5 and A7, respectively. This indicated that the aglycone moiety was almost perpendicular 
to the surface. Significant differences in orientation were observed when the B-ring is 
deprotonated at C4'-OH, namely A4' and A-

4',7. In this case, the B-ring is polar and appeared 
to be located at the same z-distance to membrane center as the COM, confirming that the 
molecule is roughly parallel to membrane surface (Table 11). This correlated with α angle 
values, indicating a near parallel orientation of the aglycone moiety of A4' with respect to 
membrane surface (Table 11). These results reflect i) the relative hydrophobic character of 
B-ring, thus enhancing penetration into the lipophilic core of membrane; and ii) the significant 
effect of deprotonation site on the penetration. 

Free energy profiles were also evaluated for all malvidin-3-O-glucoside forms to tackle the 
capacity of membrane crossing. As said above the equilibrium positions predicted by 
COMOmic were roughly similar to those predicted by free MD simulations, except a slight 
shift of 0.2 nm towards the surface with COSMOmic. The free energy profiles enabled 
calculation of free energy barriers of partition (ΔGpart) and penetration (ΔGpen). ΔGpart is the 
difference in free energy between water and equilibrium location, and ΔGpen is the difference 
in free energy between the energy maximum (mainly at the center of the bilayer) and 
minimum (equilibrium location). ΔGpart values were ranging from -7.3 ± 0.2 to -12.7 ± 1 kcal 
mol-1 (Table 11), indicating a 100% partition in the membrane rather than in water. ΔGpen was 
huge for the anionic form A-

4',7 32.7 ± 0.5 kcal mol-1, making impossible DOPC bilayer 
crossing by the anionic form. Conversely, AH+, A7, A4', and A5 exhibited much lower ΔGpen 
values of 16.1 ± 1.5, 16.2 ± 1, 20.0 ± 0.5, and 15.5 ± 1 kcal mol-1 respectively. This roughly 
corresponds to one crossing event every few hours if one considers a 1 µM concentration 
and second-order kinetics (Table 11 and Figure 34 A&B). 

IV.3.3.2 Impact of the sugar moiety on malvidin-3-O-glucoside partitioning and 
penetration  

To evaluate the effect of glycosylation, A7 was compared to its aglycone form of malvidin-3-
O-glucoside (i.e. malvidin). The equilibrated location of the COM of the aglycone, as obtained 
by free MD simulation, was ca. 0.4 nm deeper in the lipid bilayer than its glycosylated 
counterpart (Figure 35). This means that malvidin lies rather deep in the bilayer embedded in 
between lipid chains, confirming the better affinity of aglycones to membrane, because the 
sugar moiety pull the compounds towards the surface, anchoring in head group region. 

The free energy profile of the aglycone malvidin was dramatically different from that of its 
glycoside counterpart A7 (Figure 34). ΔGpart and ΔGpen were much lower, being 2.1 ± 0.4 kcal 
mol-1 and 3.4 ± 0.5 kcal mol-1, respectively. Even though about 97% of malvidin molecules 
partition in the membrane rather than in water, the aglycone can easily diffuse passively 
through membrane, that is to say much more easily than its corresponding glycosylated form. 
One can estimate one crossing event every 5 µs for a 1 µM concentration. This result 
stresses the impact of deglycosylation that usually occur in vivo for most of polyphenols. The 
better contact with the lipid chains in both leaflets explains that malvidin is more efficient than 
malvidin-3-O-glucoside at inhibiting lipid peroxidation in liposomes [392]. 
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Figure 35: Location of the aglycone malvidin in membrane. 

IV.3.3.3 Positioning of chalcone, hemiketal and pyranoanthocyanin forms in 
membrane. 

Chalcone, hemiketal and pyranoanthocyanin were located between the hydrophobic and 
hydrophilic regions of the membrane at 1.5 to 1.8 nm from membrane center (Table 11). For 
these three compounds, the sugar moiety was always located at 1.7 nm from membrane 
center, confirming its role as anchor in polar head regions. By contrast, B-ring was located 
deeper than the COM, at around 1.2 nm from membrane center (Table 11).This is confirmed 
by α-angle values for chalcone and pyranoanthocyanin, which were greater than 90º. Such 
locations allow these compounds to be efficient as lipid peroxidation inhibitor. 

The free energy profiles were comparable to those of quinoidal forms (A5, A7 and A4', see 
Figure 34 A&C). ΔGpart were -7.1 ± 0.3, -7.4 ± 0.2 and -9.3 ± 0.5 kcal mol-1 for chalcone, 
hemiketal and pyranoanthocyanin, respectively (Table 11). The minimum position 
corresponding to the stable location of these molecules is at 1.9 ± 0.3 nm from membrane 
center, in polar head groups (Figure 36). Therefore, all these compounds have a better 
affinity to the lipid bilayer than to water. The differences in ΔGpen between the three 
compounds were more pronounced; ΔGpen was significantly lower for chalcone than for 
hemiketal or pyranoanthocyanin (i.e. 12.3 ± 2, 15.8 ± 1 and 19.9 ± 2 kcal mol-1, 
respectively).Therefore, chalcone exhibits the greatest passive diffusion capacity (average 
membrane crossing time of 5 s vs. 6 h for chalcone and hemiketal, respectively, assuming a 
1 µM concentration and second-order kinetics). 

IV.3.3.4  Influence of methods of charge calculation 

The charge description is a critical issue to predict the capacity of a compound to penetrate 
lipid bilayers. It is particularly sensitive for charge species. The charge distribution of three 
different forms of malvidin-3-O-glucoside (AH+, A-

4',7 and A4') were calculated using two 
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methods as described by Duan et al. [384] and Cornell et al. [385] (see Section IV.3.2 for 
details). The values of partial charges are plotted in Figure 36 as spheres. The charge 
methods have only a slight impact on the average location of both AH+ and A-

4',7. Indeed, the 
positions of their COM, B-ring or sugar moiety were similar with both methods (Table 11). 
Surprisingly for neutral form A4', a significant difference was observed in terms of location 
and orientation in membrane with both methods of charge calculation. With the Duan et al. 
method, the molecule was located outside the membrane, in the water phase, at 2.3 ± 0.2 
from the center of membrane whereas the Cornell et al. method led to a location inside the 
bilayer, in close contact with the surface, at 1.8 ± 0.4 nm from the membrane center. The 
sum of partial charges on B-ring of A4' were -0.3534 and -0.2595 with both methods, 
respectively. This difference explains the equilibrated location outside the membrane with the 
former method. Indeed in this case, the more negative charge of B-ring favors its interaction 
with choline groups outside the membrane therefore impeding penetration. As an important 
conclusion, which should be systematically properly evaluated, the results obtained by free 
MD simulations can be affected by partial charge evaluation, which also depend on the 
quantum mechanics method used to derive them. The lack of experimental results for 
malvidin positioning in membrane prevents ranking of charge methods. 

 

Figure 36: Charge distribution in the flavylium cation (AH+), quinonoidal base (A4') and quinonoid anion 
(A-

4',7) as obtained by two different methods of calculation. The atomic charge value is related to the 
sphere diameter. Red and blue sphere colors represent negative and positive charge, respectively. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article. 
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IV.3.4. Conclusion 

In this paper, we have predicted the position and orientation of several phenolic compounds 
found in wine in lipid bilayers, as well as their capacity to passively diffuse. All these 
compounds mainly partition inside the lipid chains rather than water, although the depth of 
penetration depends on (i) total charge; (ii) deprotonation sites; and (iii) presence or absence 
of sugar moiety. As expected, glycosylation pulls the compound towards the polar head 
region, impeding crossing. Hence, the anthocyanin aglycones are better candidate to inhibit 
lipid peroxidation with respect to their glycosylated forms. Regarding the different pKa of 
anthocyanins, one can expect that only the anionic quinonoid bases or the hydration 
products circulate in water environment and then approach membranes. However, close to 
the membrane surface and inside the lipid bilayer, large pH variations may occur and re-
protonations are expected (i.e., presence at least of the neutral quinonoid bases). From a 
methodological point of view, the method used to compute partial charges for the force field 
of anthocyanins could also influence prediction of membrane interaction/penetration. This is 
a critical issue that should systematically and thoroughly be benchmarked.  
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Chapter V. Drug permeation: towards the semi-quantitative elucidation of 
structure permeation relationship 

V.1. Introduction 

The finding of novel therapeutic drugs has become not only a matter of pharmacodynamics 
(PD) at its target but also a matter of pharmacokinetics (PK). Indeed it has become clear that 
comprehensive understanding of every ingredient of ADME (Absorption, Distribution, 
Metabolism and Elimination) is required to enhance the balance between efficacy and 
toxicity. In this context, drug-membrane interaction and crossing is an event of utmost 
importance in the study of ADME. Two major processes have been identified for small drugs 
to cross membrane, namely passive (unassisted) permeation or crossing through proteins, 
mainly channels [178] and transporters [40]. In other words, the efficacy of a drug is strongly 
dependent on the capacity/effectiveness for membrane crossing event, i.e., the time it takes 
to reach its pharmacological target. The cell permeability coefficient evaluates the kinetics of 
this process, which can be assessed experimentally. For instance, many cell permeability 
coefficients are available in the literature, as measured on the Caco-2 cell line[393]. 
However, it must be stressed that the exact contribution of passive permeation to the global 
cell permeability cannot be obtained from the Caco-2 permeability assay, as in this case 
active transport is not precluded. A few alternative assays have been designed in this 
purpose including the use of artificial membranes (e.g., PAMPA permeation assays) or 
unilamellar vesicle liposomes [40,77]. 

In case of small and medium-size molecules, passive permeation is the most common routes 
for cell drug intake [40,41,394]. The occurrence of passive permeation events is related to a 
number of physical chemical descriptors (e.g., lipophilicity, pKa, molecular weight, hydrogen-
bonding capacity). It has long been correlated to the octanol/water partition coefficient (logP). 
Besides, cellular drug transport events have been challenged over the past year and are still 
on debate. Two models have been proposed, namely the ‗coexistence‘ and ‗transporter-only‘ 
models [40,41,395]. The former considers that both passive permeation and protein-carried 
transport exist while, alternatively, the ‗transporter-only‘ model in some extend stipulates that 
membrane transport is exclusively mediated by one or more protein transporters. Although 
none have been strongly refuted nor confirmed, Matsson et al. have recently suggested that 
the ‗transporter-only‘ is unlikely to fully explain concentration dependent transport rate 
suggesting a significant contribution of passive permeation [395]. 

Molecular computer simulations thus appear as a relevant tool to bring its contribution up to 
the drug transport debate. The likelihood of passive permeation for a given drug can indeed 
be estimated by providing an atomic-scale and dynamic view of such events. Molecular 
dynamics (MD) simulations have more recently proved to be promising in prediction of 
permeability coefficients of small molecules (e.g., water, ethanol and benzene), in agreement 
with experimental values [1,396,397]. MD simulations have the advantage to provide a 
description of intermolecular driving forces of crossing events. Until now, most of 
benchmarking studies have focused on small-size molecules (i.e., molar mass lower than 
100 g/mol), in other words, there have been only few MD-based studies to evaluate 
permeability coefficients for drugs so far [398].  

Most of drugs are expected to achieve passive permeation within at least several 
microseconds. It thus means that for most of drugs, a proper sampling of many crossing 
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events is beyond the reach of conventional atomistic MD simulations. However, over the past 
decade, several theoretical models have been successfully applied on prototypical 
compounds to overcome such limitations assigned to too low achievable timescale. These 
models focus on a selected set of geometrical parameters related to the crossing events, i.e.,
biased-MD simulations. A powerful approach is to decompose membrane-crossing events 
into three steps: i) drug dissolution into the lipid bilayer; ii) diffusion through membrane 
interior; and iii) dissolution back to the surrounding environment [181]. This so-called 
―homogeneous solubility-diffusion‖ model have been refined by splitting membrane into 
different regions so to account for inhomogeneity (see Section V.2.1) [181]. It is worth noting 
that another formalism has recently been proposed, in which permeability is calculated by: i) 
defining several microstates within the membrane interior by means of metadynamics; and ii) 
assessing the transition between them [193]. 

  

Figure 37: Chemical structures of the 8-member set of compounds studied in this work. 

The present study aims at applying the ―inhomogeneous solubility-diffusion‖ model to 
calculate the permeability coefficients of a series of drugs, then to establish structure-
permeation relationships (SPR) and to highlight atomistic features responsible for passive 
permeation. A series of eight molecules including six drugs (testosterone, ganciclovir, 
mycophenolic acid, ciclosporin, quercetin and rutin) and two reference compounds (glucose 
and benzene), see Figure 37; mycophenolic acid was studied in both its neutral and charged 
states. These eight compounds have been chosen due to their broad and characteristic 
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physical chemical features, i.e., polar/apolar, aglycone/glycoside, neutral/charged and 
small/large. The permeability coefficients will then be discussed in terms of their relative 
values, as well as the driving forces elucidated here at the atomic scale. Comparison to 
available experimental data will be discussed.

V.2. Theoretical methodologies 

V.2.1. Inhomogeneous solubility-diffusion model by z-constraint MD simulations 

The overall permeability coefficient P, or alternatively the resistance R equal to the inverse of 
P, quantifies the capacity of a drug to cross the lipid bilayer without any assistance 
(originated by biomolecules or by any external modification) but the gradient between the 
outer and the inner compartments. The crossing events are followed along the z-axis, normal 
to the bilayer surface, as defined by polar head groups. Within the solubility-diffusion model 
formalism, the permeability coefficient is expressed as [1]: 

         (∫    ( ) ( )    )   
where J and    are the flux and the concentration gradient of the drug from z1 to z2, 
respectively; K(z) and D(z) are the depth-dependent partition and diffusion profiles, 
respectively. The flux and concentration gradient are virtually inaccessible by MD 
simulations, as the molecular systems (membrane + solute) are too small, including a few (if 
not only one) solutes in the lipid bilayer. Conversely, partitioning and diffusion profiles can be 
calculated from the intermolecular forces required to move along the z-axis; this can be 
obtained by various biased formalisms, including z-constraint MD simulations 
[77,396,399,400]. In these methods, the lipid bilayer is split into several windows centered at 
a given z-value; the forces required to maintain the drug at a given depth (in a given window) 
is evaluated and they are converted in terms of Gibbs energy (see details in Sections V.2.2 
and V.2.3).  

V.2.2. Technical details on MD simulations 

A lipid bilayer made of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) was used, 
as a prototypical example of phospholipids, widely distributed in mammal cells. Lipids, water, 
ions and the eight tested compounds were modeled using the GROMOS 43a1 force field 
[401]. Force field parameters of the nine tested compounds (the eight compounds displayed 
in Figure 37 and the deprotonated form of mycophenolic acid) were derived from the 
GROMOS 43a1 forcefield and quantum-based calculations. Indeed, all molecules were first 
optimized at the B3LYP/6-31+G(d,p) density functional theory (DFT) level using the 
Gaussian09 package [402]. The optimized geometries were then used to calculated RESP 
atomic charges by fitting the electrostatic potential obtained from Duan et al. formalism [383].  

The NPT ensemble was considered for all MD simulations, which were carried out under 
semi-isotropic pressure coupling and using periodic boundary conditions independently in the 
xy and z directions. A time step of 2 fs was used for all simulations. The temperature was 
kept at 310 K by Nose-Hoover thermostat [403,404], with a coupling constant of 0.5 ps. The 
pressure was kept at 1 bar using Parrinello–Rahman barostat [405], with a coupling constant 
of 5.0 ps. Coulomb and van der Waals interactions were explicitly calculated considering a 
cut-off of 1.2 nm. Longer range electrostatic interactions were computed using Particle-
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Mesh-Ewald (PME) method [406]. All calculations were carried out using the GROMACS 
package. 

The initial lipid bilayer was consisting of 128 molecules of POPC (i.e., 2 x 64 lipids), solvated 
by 5440 water molecules, i.e., roughly 40 water per lipid. Counterions (Na+ and Cl-) were 
included, according to physiological concentrations (i.e., [NaCl] = 0.154 M). Lipid bilayers 
were built using memgen server [407]. The pure lipid bilayer was equilibrated prior to drug 
insertion during 600 ns to ensure structural POPC membrane properties. 

To set up z-constraint MD simulations, drug was manually inserted in the upper water layer 
at ca. 3.6 nm distance from the center-of-mass (COM) of the lipid bilayer. After a short MD 
relaxation (200 ps), 80 ns steered MD simulations were performed, in which the drug was 
pulled towards the center of the lipid bilayer along z-axis with a pulling force set up at 0.05 
nm/ns with a linear force constraint of 1000 kJ.mol-1.nm-2. z-Constraint initial structures were 
then selected to define windows every 0.2 nm. For each window, MD simulations were 
performed in which the drug center-of-mass was constrained at a given depth (defined by a 
z-value) using the PMF method with a linear constraining force of 2000 kJ.mol-1.nm-2 along 
the z-axis. The z-constrained simulations were run for at least 30 ns per window, however 
they were extended until 150 ns per window in case of slow convergence in Gibbs energy 
and diffusion profiles. Constraint force and z-positions of drug COM were extracted every 2 
fs and 20 fs, respectively. 

V.2.3. Partitioning and free energy profiles 

The partitioning profile K(z) is directly derived from the Gibbs energy profile ΔG(z), as 
follows: 

 ( )      (   ( )   ⁄ )  
In z-constraint MD simulations, the Gibbs energy profile is accessible by integrating the 
average constraint forces f(z,t) over the window along the z-axis. The z-Constraint approach 
has been shown reliable at predicting: i) location; ii) orientation; and iii) partition of drugs in 
lipid bilayer membranes, with respect to experimental data. z-Constraint MD simulations 
enable evaluation of the two major thermodynamic events in drug-membrane crossing, 
namely drug insertion ΔGins and drug-leaflet crossing ΔGcross. The former is pictured by the 
difference in Gibbs energy difference between bulk water and the local energetic minimum in 
membrane interior; the latter reflects the difference in Gibbs energy between the center of 
the membrane and the local energetic minimum in membrane interior, in other words, the 
energy required to pass from one to the other leaflet.  

V.2.4. Diffusion profiles 

The diffusion profile D(z) reflects the variation of the diffusion coefficient along the z-axis. 
The diffusion coefficient reflects the dynamical aspects of interactions between a drug and its 
surrounding environment. Along the z-constraint MD simulations, a local diffusion coefficient 
is calculated for each window by assessing the static friction coefficient  . Assuming that   is 
large and that it decays rapidly with respect to other timescales in the system, including 
thermal fluctuations (i.e., RT per mole) [181,182,408,409], friction and diffusion coefficients 
are calculated as follows:  
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 ( )      (  ) ∫ 〈  (   )    (     )〉      
where force fluctuation   (   ) at a given depth z is:   (   )    (   )   〈 (   )〉 
To integrate the force fluctuation autocorrelation function (ACF) over time, ACF was fitted to 
double or triple exponential functions: 

〈  (   )    (     )〉  ∑     (    ⁄ )   
     

The use of double or triple exponential functions to describe ACF comes from the physically 
meaningful decomposition of solute motion into two or three distinct regimes, respectively. In 
case of small compounds, the existence of two regimes was clearly identified, namely fast- 
and long- regimes before a few tens of femtoseconds and a few tens of picoseconds, 
respectively. The former regime corresponds to the response of the solute to the immediate 
environmental effects, the solute being somehow temporarily trapped in ―local cages‖. The 
latter regime was shown to be more region-dependent and it pictures the correlation in 
movements of solute when hopping from one to another local cage. A systematic particular 
attention should be paid to the fitting procedure, owing to the complex profile of ACF [182]. In 
this work, the first two regimes were observed as expected, however due to the relatively 
large size of the drugs (see Figure 38a), a third ―very long‖ regime was observed, namely 
timescale ranging from tenths to a few nanoseconds. This regime pictures the long-term 
reminiscence of solute-lipid interactions. This might be assigned to the time required to 
reorganize lipids after the drug has proceeded to several hopping events; the bigger the 
drug, the longer the effect of lipid reorganization on drug random motion and so drug 
diffusion. As here the third regime clearly appeared and could not be ignored, a triple 
exponential fitting was used, which in addition has prevented the manual adjustments 
required with double exponential fitting [182]. It must be stressed that both double and triple 
exponential fitting have provided the same qualitative profile in low-density lipid chain region 
where reorganization is fast (Figure 38b). However, double exponential fitting overestimates 
drug diffusion in high-density regions.  

 

Figure 38: (a) Force fluctuation autocorrelation function and double/triple exponential fit in four 
different z-constraint windows and (b) z-dependent diffusion profiles according to fitting procedure. 

Ganciclovir profile is shown as example. 
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We must stress that the use of static friction coefficients to calculate diffusion coefficients is 
valid only in a region where the Gibbs energy is constant, while allowing the variability 
attributed to thermal fluctuations (i.e., RT) [182,409]. The largest Gibbs energy differences 
ΔΔG observed along the z-axis (Table 12) are within this framework (maximum ΔΔG

reaching the upper limit of this approximation, e.g., 6.0 x RT in case of rutin). 

Molecules ΔΔGmax 

Benzene 0.81 (1.3xRT) 

Ganciclovir 3.66 (5.9xRT) 

Glucose 2.76 (4.5xRT) 

Quercetin 3.35 (5.4xRT) 

Rutin 3.72 (6.0xRT) 

Testosterone 0.86 (1.4xRT) 

Mycophenolic acid 2.10 (3.4xRT) 

Mycophenolate 2.73 (4.4xRT) 

Ciclosporin 2.28 (3.7xRT) 

 
Table 12: Calculated maximum Gibbs energy differences (ΔΔG, kcal.mol-1) along z-constraint 

windows. 

V.2.5. Resistance and permeation coefficients 

The global resistance   for the drug to cross the different sections of the bilayer can be 
obtained by reformulation the equation discussed in section V.2.1, i.e., by integration of the 
local resistance  ( ), as obtained in each window of the constrained MD simulation:       ∫  ( )   

          ∫   ( ) ( )   
        

The permeability coefficient is then calculated as the inverse of  . Here, benzene and 
glucose were selected for the sake of comparison both to experimental evidences and to 
other theoretical studies. Concerning benzene, P was 4.7 cm.s-1, which is similar to that 
obtained theoretically by similar methodology in DPPC at 50°C (P was 9.91 cm.s-1) [396]. 
This is consistent with fast passive permeation, as expected for this type of compounds (e.g., 
benzoic and p-toluic acid permeabilities being respectively 0.57 and 1.1 cm.s-1 in egg lecithin 
bilayer membrane à 25°C) [410]. Conversely, and as expected, glucose exhibited a much 
higher permeation coefficient (P was 1.8x10-5 cm.s-1). It must be stressed that most of 
experimental permeation coefficients are often obtained with membrane systems more 
complex than simple lipid bilayers. For instance, in the Caco-2 cells, active transport is not 
precluded, as, e.g., they contain influx and efflux transporters. Therefore the robustness of 
the theoretical methodology can only be tested against a few compounds (e.g., benzene or 
glucose). To establish correct SPR on a series of compounds with sufficient chemical 
variability can also contribute to check the robustness of the theoretical methodology. 

V.3. Structure-Permeation Relationship 

The passive permeation coefficients of testosterone, ganciclovir, mycophenolic acid, 
ciclosporin, quercetin and rutin were evaluated according to the methodology described in 
section 2. Considering that this model of passive permeation has provided a correct 
qualitative description, here we aim at establishment of a SPR on real-world series of 
compounds, i.e., drugs clinically used. Here the SPR is discussed in terms of simple physical 
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chemical features of drugs (e.g., role of polarity, sugar moiety, charge state and size), but 
also in terms of intermolecular interactions. To picture the inhomogeneous character of 
membrane along the membrane z-axis, the four region model [181,182] will be used in the 
following discussion:

Region 0. Bulk water (z > ∼2.7 nm) 

Region 1. The low density polar head region corresponding to the aqueous interface 
between water and phosphate groups (2.0 < z < 2.7 nm). 

Region 2. The high density polar head region is the dry transition region between phosphate 
groups and acyl chains (1.3 nm < z < 2.0 nm). 

Region 3. The high density lipid tail region consists in the hydrophobic region of the bilayer 
including double bond (0.6 nm < z < 1.3 nm). 

Region 4. The low density lipid tail region corresponds to the middle of the bilayer with low 
tail density owing to the high flexibility of lipid tails (z < 0.6 nm). 

For sake of clarity, numbering of regions is only used in figures.  

Molecules ΔGins ΔGcross logP RMD PMD 

Benzene -5.0 0.5 2.1 2.1x10-1 4.7 

Glucose -1.3 8.2 -3.3 5.6x104 1.8x10-5 

Testosterone -2.3 2.7 3.3 7.7 1.3x10-1 

Quercetin -11.8 14.0 1.6 8.9x101 1.1x10-2 

Rutin -6.6 25.2 -0.5 1.7x1013 5.8x10-14 

Mycophenolic acid -9.5 7.2 2.9 4.5x10-1 2.2 

Mycophenolate -5.3 11.2 - 1.6x104 6.5x10-5

Ganciclovir -6.2 12.5 11.7 9.0x104 1.1x10-5 

Ciclosporin -7.4 6.1 4.12 1.9 5.2x10-1 

Table 13: Calculated maximum Gibbs energy differences (ΔΔG, kcal.mol-1) along z-constraint 
windows. Insertion and crossing Gibbs free energy transfer (ΔGins and ΔGcross, kcal.mol-1), 

octanol/water partition coefficient (logP), overall membrane resistance (R, in s.cm-1), calculated 
permeability coefficients (Ptheo in cm.s-1). 

V.3.1. Role of polarity 

Polarity is the most important driving forces of membrane passive permeation, namely, the 
lower the polarity, the higher the affinity to the lipid bilayer, and so the higher the penetration
into the membrane. The role of polarity has long been described by logP. This descriptor is 
indeed roughly correlated to partitioning, however it does not describe: i) the specificity of the 
lipid bilayer composition; and ii) the dynamical aspects of membrane passive permeation. In 
this section, we compare passive permeation of glucose, benzene and testosterone; glucose 
is polar (logP = -3.3) whereas the other two are typical apolar compounds (logP = 2.1 and 
3.3 for benzene and testosterone, respectively). In testosterone the apolar feature is owing to 
its aliphatic character contrary to benzene (see Figure 37). 
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Figure 39: Profiles of (a) Gibbs energy profiles, (b) diffusion coefficient, and (c) resistance to 
membrane crossing of benzene (black), glucose (blue) and testosterone (magenta). 

Gibbs energy profile. Both benzene and testosterone exhibit preferential locations in the 
high-density lipid tail region, i.e., at 1-1.3 nm from the center of lipid bilayer with rather low (in 
absolute value) Gibbs energy of insertion (ΔGins = -5.0 and -2.3 kcal.mol-1, for benzene and 
testosterone, respectively). The difference between both compounds qualitatively agrees 
with logP values (2.1 and 3.3, respectively). The ΔGcross values are low for both compounds, 
with however a slight but significant difference between both (ΔGcross = 0.5 and 2.7 kcal.mol-1, 

respectively). Interestingly, this difference does not agree with logP values. This can at least 
partially be rationalized by the smaller size of benzene leading to less steric hindrance, thus 
lowering energetic reorganization requirements to cross the center of the membrane with 
respect to testosterone.  

Glucose exhibits little partitioning in membrane (ΔGins = -1.3 kcal.mol-1), in full agreement 
with its high polarity. It locates in the low-density polar headgroup region, i.e., at 2.1 nm from 
the lipid bilayer center. Electrostatic and H-bonding interactions between the sugar hydroxyl 
groups on one side and both phosphate moieties and water molecules on the other side are 
the driving forces to anchor glucose in this region. The Gibbs energy profile of glucose 
exhibits another local minimum in the high-density headgroup region (1.3 nm, see Figure 39 
a) confirming the important role played by H-bonding interactions between sugar hydroxyl 
groups and phosphate moieties. Although we describe a favored location of glucose inside 
the membrane, this should be tempered by the low ΔGins value, which is close to the 
chemical accuracy. In other words, glucose can easily and superficially exchange from bulk 
water to high-density polar head regions and vice versa. Expectedly, the Gibbs energy profile 
exhibits a rapid increase in the apolar regions (i.e., below 1.3 nm distance from center of lipid 
bilayer membrane), eventually reaching a maximum in the membrane center (ΔGcross = 8.2 
kcal.mol-1). 

Diffusion coefficients. Benzene diffusion profile is in agreement with previous theoretical 
studies, exhibiting fast diffusion outside the membrane (2.7x10-6 cm2.s-1 at 2.7 nm) and in 
between membrane leaflets (0.5x10-6 at 0.0 nm, see Figure 39 b). Diffusion in high-density 
polar head and lipid tail regions is significantly slower (ca. ranging from ca. 0.01 to 0.1x10-6 
cm2.s-1). These values are one order of magnitude lower than those obtained previously in 
lipid bilayer MD simulations [411]. However, such calculations were performed at higher 
temperature (i.e., 50°C), partially explaining the difference. However, present results are still 
within the physical accuracy threshold of the z-constraint method [182,411,412]. 
Interestingly, glucose globally diffuses 4-fold slower than benzene while testosterone diffuses 
one order of magnitude slower than benzene. This suggests that polarity does not play a 
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crucial role in diffusion in lipid bilayers. This agrees with previous observations that have 
shown strong relation of diffusion profiles in membrane interior to both the molecular volume 
and the particle density at a given region [411,412]. The influence of molecular volume is 
thoroughly discussed further in Section V.3.4.

Resistance and permeability. Benzene, glucose and testosterone resistance profiles 
roughly adopt the shape of Gibbs energy profiles, confirming the predominant role of 
intermolecular potential energy to drive passive permeation of these three compounds, which 
are covering a broad range of polarity. In other words, diffusion has little influence on the 
global permeation, with however a secondary role in specific regions. For instance, benzene 
does not exhibit local resistance in the center of the lipid bilayer, as the low ∆Gcross value 
compensates the relatively high diffusion coefficient. Another effect of diffusion is seen with 
testosterone, which exhibits a higher resistance in the high-density polar head region 
compare to the other regions. This is due to slow diffusion and unfavorable partitioning. 
Diffusion has virtually no effect on glucose resistance, mainly due to the high ∆Gcross values. 
Here we confirm that for polar drugs, polarity plays a key role in passive permeation by 
mostly affecting partitioning throughout the different regions of the lipid bilayers. For apolar 
drugs, partitioning is relatively low; thereby, passive permeation relies more on both diffusion 
and partitioning contributions.  

Expectedly, the following sequence in terms of calculated permeability is obtained: Pbenzene > 
Ptestosterone > Pglucose. It is worth noting that the permeability coefficient of benzene suggest a 
fast passive permeation, in agreement with previous studies (P = 4.7 cm.s-1) [181,182,397]. 
Glucose permeability is slower by five orders of magnitude with respect to benzene, meaning 
that passive permeation of glucose is expected to be a rare event. This is indirectly 
confirmed by the existence of glucose transporters (GLUT) [413] that are dedicated to 
glucose transport through membranes in most living organisms. Calculated testosterone 
permeability coefficient is 1.3x10-1 cm.s-1 suggesting that, as usually proposed, steroid 
hormones efficiently cross membrane by passive permeation [40,414]. This is also indirectly 
confirmed by the absence of known transporter for sexual hormones as well as nuclear 
location of testosterone receptors in human cells.  

V.3.2. Role of sugar moieties 

Flavonoids are a large class of natural polyphenols. They are powerful antioxidants that are 
largely found in human diets (e.g., fruit, spices and beverages) [415]. As other xenobiotics, 
they need to reach their biological targets (e.g., to prevent oxidative stress) by crossing cell 
membranes [151,416]. Quercetin is one of the most used antioxidant polyphenol prototypes 
in silico, in vitro and in vivo [149,150,152,152,417]. Quercetin is usually naturally synthetized 
in plants in its glycoside form, e.g., rutin (Figure 37). Quercetin/rutin is a particularly adequate 
prototypical couple to evaluate how sugar substitution may affect passive permeation.  
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Figure 40: Profiles of (a) Gibbs energy profiles, (b) diffusion coefficient, and (c) resistance to 
membrane crossing of quercetin (red) and rutin (cyan). 

Gibbs energy profiles. Quercetin is amphiphilic as owing to its polyaromatic skeleton 
substituted by several OH groups. As already confirmed theoretically and experimentally 
[149–152,417], quercetin better partition inside the bilayer (ΔGins = -11.8 kcal.mol-1), see 
Figure 40a. It preferentially locates in the high density polar headgroup region (ca. at 1.3 nm 
from lipid bilayer center) allowing H-bonding to polar head groups as well as weak dispersive 
interactions between lipid double-bonds and quercetin aromatic rings. The ΔGcross value is 
relatively high (ΔGcross = 14.0 kcal.mol-1) since it requires the breaking of the noncovalent 
bonding network with the polar head group region. The presence of the sugar moiety in rutin 
dramatically increases polarity, thus decreasing ΔGins (-6.6 kcal.mol-1) and increasing ΔGcross 

(25.2 kcal.mol-1) with respect to the aglycone derivative (quercetin), see Figure 40a. Rutin 
preferentially locates in the low-density polar head region, meaning almost outside the 
membrane (i.e., at 2.4 nm from the lipid bilayer center). Rutin orients its sugar moiety 
towards the outer membrane, whereas the aglycone moiety locates just beneath polar head 
group region. Rutin is thus tightly anchored to this region by noncovalent interactions (mainly 
H-bonding), which also strongly drive orientation.  

Diffusion. Diffusion of rutin and quercetin is relatively fast in water-rich regions. The diffusion 
profile then exhibits a dramatic decrease in membrane interior by two orders of magnitude 
(D(z) equals 1.4x10-6 cm2.s-1 and  0.01x10-6 cm2.s-1 at 3.4 and 0.2 nm from the lipid bilayer 
center, respectively for quercetin, see Figure 40b). Surprisingly, in between lipid chains, rutin 
diffuses only 3-fold slower than quercetin although molecular volume of rutin is much bigger 
than that of quercetin. The flexibility between the flavonoid and sugar moieties allows 
stretching and conformational arrangements of rutin, which facilitate its motion in membrane 
interior; its molecular volume is adopting an ellipsoid rather than a globular shape. 

Resistance and permeability. Partitioning is again the driving force for passive permeation 
of polyphenols. Indeed the R profiles of both quercetin and rutin clearly adopt the shape of 
the Gibbs energy profiles (Figure 40), suggesting little contribution of local diffusion effects 
when comparing both systems. Interestingly, quercetin exhibits a low local resistance in both 
the lipid-tail and polar head high-density regions (i.e., from 2.4 to 0.6 nm from the lipid bilayer 
center). This is rationalized by the planar conformation of this highly π-conjugated system, 
which does not require extensive lipid reorganization. The passive permeability coefficient 
(Table 13) suggests that passive permeation is likely to occur in spite of relatively high ∆Gcross 
value. This indicates that diffusion does not play a qualitative role in permeation of 
amphiphilic molecules (similar profiles of D and ∆G), however it does play a significant 
quantitative role (R value). Addition of highly polar sugar moiety (rutin) definitely precludes 
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passive permeation (P = 1.1x10-2 and 5.8x10-14 cm.s-1 for quercetin and rutin, respectively) 
due to a strong extra anchoring to membrane surface and water molecules attributed to the 
sugar moiety, which cannot be compensated by diffusion.  

V.3.3. Role of pH 

 
Figure 41: Profiles of (a) Gibbs energy profiles, (b) diffusion coefficient, and (c) resistance to 

membrane crossing of MPA (orange) and mycophenolate (purple). 

Under physiological conditions, a large number of drugs are involved in acid base reactions. 
The environmental pH value thus plays a crucial role in passive permeation, as it drives the 
charge state of drugs, which may strongly affect drug insertion and crossing. Mycophenolic 
acid (MPA, see Figure 37) is an immunosuppressant drug commonly used in transplantation 
to prevent organ transplant rejection [333]. The pKa of MPA is 4.5 leading to the 
predominance of its deprotonated form under physiological conditions, namely 
mycophenolate. [418]  

Gibbs energy profiles. Mycophenolate expectedly exhibits a much less favorable Gibbs 
energy profile with respect to MPA. The presence of negative charge in mycophenolate 
significantly increases ΔGins with respect to MPA (-9.5 and -5.3 kcal.mol-1 for both forms, 
respectively, see Table 13). The preferred location of both forms differs by 1 nm (2.1 and 1.1 
nm from lipid bilayer center for mycophenolate and MPA, respectively), the mycophenolate 
being shifted towards the polar head group region. Interestingly, in spite of its negative global 
charge, the partitioning of mycophenolate inside bilayer is higher for mycophenolate than for 
glucose. Mycophenolate is amphiphilic owing to both its apolar aromatic and the (charged) 
carboxylate moiety, separated by a short C5-chain. The ΔGcross value of mycophenolate is 5 
kcal.mol-1 higher than MPA (ΔGcross = 7.2 and 11.2, respectively). This difference appears 
lower than expected, which is partly attributed to the strong delocalization of the negative 
charge. This effect is assigned to the close electron withdrawing groups. 

Diffusion. Both forms diffuse relatively slowly in the membrane interior and the two diffusion 
coefficients are of the same order of magnitude. This indicates that neither partial nor total 
atomic charges do play a significant role in diffusion properties.  

Permeability. As for the other xenobiotics, partitioning drives passive permeation, crossing 
event being again the limiting step for both MPA and mycophenolate. Mycophenolate 
permeability is five orders of magnitude higher than MPA (P = 6.5x10-5 cm.s-1 and 2.2, 
respectively). These values suggest that MPA is prone to fast passive permeation while 
mycophenolate would permeate much slower. Having in mind that MPA occurs mainly in its 
deprotonated form under physiological pH, two conclusions can be drawn: i) this drug could 
cross in its charged state (mycophenolate) however with a slow kinetics; or ii) acid-base 
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balance could be shifted at the membrane surface (local modifications of pH and pKa values) 
favoring the re-protonation of mycophenolate, then facilitating membrane crossing in the acid 
form. Both processes are likely to occur and could lead to a double-regime of absorption. It is 
worth noting that the permeability coefficient of mycophenolate is roughly ranging within the
same order of magnitude than those experimentally obtained for a number of drugs 
exhibiting similar molecular weight and chemical features (e.g., piroxicam, acebutolol and 
labetalol) [419]. 

V.3.4. Role of molecular size

 
Figure 42: Profiles of (a) Gibbs energy profiles, (b) diffusion coefficient, and (c) resistance to 

membrane crossing of benzene (black), ganciclovir (green) and mycophenolic acid (orange). 

The size of the xenobiotics is expected to play a crucial role in its permeation, as particle 
density along membrane crossing is a determinant parameter of the resistance to crossing. 
Solubility-diffusion model has been shown to be reliable in case of spherical and ellipsoidal 
particles [399] and small drugs [411]. In the present study, its use is extended to larger 
compounds with high degree of flexibility. A particular attention has been paid to sufficiently 
sample conformational arrangements and adaptation to the surrounding environment. To 
evaluate the influence of molecular size, benzene, ganciclovir, MPA and ciclosporin profiles 
have been compared (Figure 42). Interestingly, the Gibbs energy profile of ciclosporin 
exhibits a ΔGcross value slightly lower than MPA (ΔGcross = 6.1 and 7.2 kcal.mol-1, respectively, 
see Table 13). The corresponding permeability coefficients are also somewhat similar 
between both compounds (P = 0.5 and 2.2 cm.s-1, respectively). It is worth noting that z-
dependent profiles of large molecules as ciclosporin should be carefully considered. Indeed, 
in the z-constrained process, only the COM of drug is constrained, meaning that other parts 
of the (large) drug may lie in significantly different locations (with a significantly different 
environment).  

As a general trend for all four membrane regions, the larger the molecule, the lower the 
diffusion coefficient (Figure 43). However the non-linear evolution of logD vs. molecular 
volume underlines the importance of flexibility in passive permeation.  
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Figure 43: Diffusion coefficient per region vs. molecular volume in the 5 membrane regions. Low-
density polar head, high-density polar head, high-density lipid tail and low-density lipid tail regions are 

quoted 1, 2, 3 and 4, respectively. 

V.4. Conclusion 

The interaction of drugs with membranes is an area of high importance for the 
pharmaceutical industry when considering the efficacy and safety of their products. The cell 
membrane is often overlooked in drug development programmes as it is generally the 
receptors and enzymes contained within it that are the targets of the drug molecule. Biased 
MD simulations have appeared relevant to evaluate permeability coefficients and to establish 
qualitative SPR. The evaluation of ∆G and D profiles along the z-axis has allowed 
rationalization of driving forces responsible for resistance to membrane crossing. Polarity, 
charge state, substituents and molecular size are important descriptors to predict membrane 
permeation. MD simulations should support the knowledge on drug influx and unravel the 
contribution of passive permeation with respect to active transport. In further developments a 
particular care should be paid to membrane composition, which should strongly modify 
permeation profiles. According to membrane ingredients, order in membranes could be 
significantly affected, so should be the ∆G, D and R profiles. 
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Conclusion 

MD simulations of membrane insertion and permeation have enabled establishment of SPR. 
Hydrophobic (apolar) drugs insert quickly in lipid bilayers, with relatively favorable 
partitioning; these compounds have virtually no interaction with the polar head group region. 
The transfer energy required to go from one to the other leaflet is relatively low. For such 
drugs, passive permeation is described by both the contribution of partitioning (∆G-profiles) 
and diffusion. As expected, hydrophilic (polar) drugs exhibit rather unfavorable partitioning 
coefficients (here, relative concentration in between lipid bilayer with respect to water phase). 
These drugs preferentially anchor to the aqueous interface between water and phosphate 
groups. Passive permeation of polar drugs is slow and it is mainly driven by the ∆G-profile, 
exhibiting rather high barriers to cross the center of the bilayer. Amphiphilic drugs quickly 
interact with the lipid bilayer surface (when starting from water), and further insert inside the 
bilayer, just below the interface in close contact to the polar head group region, hydrophobic 
moieties being oriented towards center of membrane whereas its polar moieties interact with 
the polar head group region.  
MD simulations have systematically confirmed that anchoring and orientation of drugs in 
membranes are driven by intermolecular noncovalent (electrostatic and H-bonding) 
interactions. Both insertion and permeation of anionic forms of drugs are precluded, due to 
strong anchoring to the aqueous interface between water and phosphate groups, and to high 
energetic barriers to go from one to the other leaflet. In this case, we believe that the anionic 
form of the drug sufficiently approach membrane interface, where acid-base balance is most 
probably highly modified, thus favoring insertion and permeation of the drug in its neutral 
form, for which the preferred location is deeper in the bilayer and ∆Gcross is lower. The latter 
result is particularly important as many drugs exhibit pKa in the physiological pH range, thus 
existing in various charge states. Interestingly, molecular size poorly influences ∆G-profiles, 
which highlights the fluidity of the membrane that allow great conformational reorganization 
in the presence of drugs. This however does not prevent structural modifications of the 
bilayer (e.g., modification of area per lipid, thickness, packing). Diffusion coefficients are 
more sensitive to molecular size, which depends on the membrane region exhibiting different 
particle densities. 
Our work, as well as current theoretical studies, on drug-membrane 
interaction/insertion/positioning/permeation is particularly promising for near-future biological 
applications. Such in silico prediction should contribute to rational design of novel drugs, 
paying a particular attention to drug-delivery strategies. Benchmarking studies are still 
required to show the robustness of MD methodologies, supported by well-thought joint 
experimental/theoretical studies. However, we are fully convinced that MD-based SPR and 
later quantitative (Q) SPR studies will pave the way towards in silico pharmacology with a 
real clinical interest.  
It must be stressed that real biological membranes are much more complex than simple lipid 
bilayers; membrane ingredients (e.g., cholesterol) have shown to strongly affect membrane 
properties and thus drug permeation. The use of more and more complex lipid bilayer 
models is thus mandatory to better reproduce realistic conditions and predict drug 
pharmacology. 
Among the other near-future challenges of theoretical chemistry of drug-membrane 
interactions is to increase simulation time and system size. The constant and rapid increase 
of computation power, following Moore‘s law, has appeared promising to address these two 
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issues. Also the simulation methodologies are constantly evolving towards accuracy, e.g., 
the use of coarse-grained simulations allow simulating very large molecular systems along 
real-world simulation time. 
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Physical-chemical understanding of membrane partitioning and permeation at an 
atomic resolution: towards in silico pharmacology 

The mechanism of interaction between drugs or any xenobiotic and membrane is one of the 
key factors that affect its biological of action, and so its therapeutic activity. A thorough 
rationalization of the relationship between the intrinsic properties of the xenobiotics and their 
mechanism of interaction with membranes can now be assessed with atomistic details. 
Molecular dynamics (MD) is a powerful research tool to study xenobiotics-membrane 
interactions, which can access time and space scales that are not simultaneously accessible 
by experimental methods. Semi-quantitative molecular and thermodynamic descriptions of 
these interactions can be provided using in silico model of lipid bilayers, often in agreement 
with experimental measurements.  
The main goal of our investigation consisted to get in depth insight into the mechanisms of 
interaction/partitioning/insertion/crossing with/in/into/through membrane and drug delivery 
using MD. In this thesis, we have focused on both drugs used in renal transplantation (e.g., 
antivirals, immunosuppressants) and antioxidants, which can also be used to protect organs 
along the transplantation processes. We have provided a series of clues showing that MD 
simulations can tackle the delicate process of drug passive permeation.  
Both, unbiased and biased MD (z-constraint) simulations have been used to elucidate the 
xenobiotics-membrane interactions (i.e., positioning and orientation) and to evaluate crossing 
energies, diffusion coefficients, and permeability coefficients. These findings led us to draw 
qualitative structure-permeability relationships (SPR). We have carefully analyzed how the 
chemical and physical properties of xenobiotics affect the mechanism of interactions and 
thus permeability. The robustness of these MD-based methodologies has been determined 
to qualitatively predict these pharmacological parameters. Hydrophobic compounds showed 
a favorable partitioning into the lipid bilayer and relatively low Gibbs energy of crossing the 
center of membrane (∆Gcross). Hydrophilic or charged compounds showed partitioning close 
to membrane surface, in interaction with the polar head groups and water molecules; this has 
been shown to dramatically increase ∆Gcross. Amphiphilic compounds are intermediate 
compounds in terms of membrane insertion/positioning/crossing. It clearly appears that they 
should be analyzed case by case, an analysis for which MD simulations could be particularly 
supportive. Also the influence of size at predicting permeation has been studied (i.e., 
relatively large drugs were tested). The molecular size has shown no significant influence on 
∆Gcross whereas diffusion coefficients were significantly affected, depending on the 
membrane regions. 

Keywords: (un)biased molecular dynamics; lipid bilayer membranes; partitioning; passive 
permeation; antivirals; immunosuppressants; antioxidants.  

 

 
 
 
 



 

 

Compréhension physico-chimique de la partition et de la perméation membranaire à 
l’échelle atomique: vers la pharmacologie in silico  

 
Le m canisme d‘interaction d‘un composé xénobiotique avec la membrane est un des 
facteurs cl s qui influence son m canisme d‘action biologique et donc son action 
thérapeutique pour un principe actif. Une analyse précise des interactions intermoléculaires 
à l‘ chelle atomique peut être obtenue par dynamique mol culaire, une m thode qui apparait 
plus que jamais comme une alternative élégante aux techniques expérimentales. Les 
simulations de dynamique mol culaire permettent d‘ valuer ces interactions avec une 
résolution temporelle et spatiale difficiles à atteindre avec les méthodes expérimentales. Ces 
informations constituent une pierre angulaire de la compréhension des mécanismes d‘action 
des xénobiotiques. Les résultats obtenus corrèlent généralement bien avec les données 
expérimentales. 
Dans ce travail théorique, nous avons utilisé des dynamiques moléculaires non-biaisées et 
biaisées (z-Contraint). Nous avons  tudi  les modes d‘insertion (positionnement et 
orientation), les coefficients de partition, et la capacité de différents xénobiotiques à traverser 
la bicouche lipidique (perméation passive). Plusieurs composés de différentes familles 
thérapeutiques ont été étudiés (antiviraux, immunosuppresseurs et antioxydants), tous étant 
utilis s en transplantation d‘organes ; les antioxydants sont étudiés en tant que protecteurs 
d‘organe contre les ph nomènes d‘isch mie-reperfusion. Pour la perméation passive, les 
profils d‘ nergies, les coefficients de diffusion locaux et la résistance à la traversée ont été 
calculés pour finalement obtenir des coefficients globaux de perméabilité. Nous avons 
montré que ces techniques de calcul donnent une description qualitative du processus 
d‘insertion/perméation, montrant notamment le rôle de différentes propriétés physiques (ex., 
polarité, charge). Des résultats remarquables ont été obtenus pour les larges molécules. 
Malgr  la taille, ces mol cules peuvent s‘ins rer dans la bicouche lipidique relativement 
facilement (faibles barrières énergétiques). Par contre, leur diffusion dans les différentes 
r gions de la membrane peut augmenter d‘une manière signifiante.  
Ce travail donne une confiance accrue dans les méthodes de dynamique moléculaire pour 
devenir prédictive dans les années avenirs, et aide de façon concrète les pharmacologues 
dans la recherche de nouvelles stratégies thérapeutiques. 

Mots-clés: Dynamiques moléculaires non-biaisées et biaisées; bicouche lipidique ; partition; 
perméation passive; antiviraux; immunosuppresseurs; antioxydants.  

 


